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Abstract: The goal of this paper is to define a system to enhance details on partially shadowed images. These images are currently used on the processing of digital images when a natural scene on a sunny day is recorded or great difference on the intensity of the illumination occurs in the same image, for instance. They present significantly change in the reflectance producing reduced contrast in dark regions. To enhance these images for later use, a system based on homomorphic filter was developed. Examples illustrate the system performance and its possibility on security, restoration as well as any other kind of application, where the identification of objects and its details (not depending of it’s illumination) are useful. Tests with images in grey-scale and colour were performed. RGB, YIQ, XYZ, YUV and HSL colour spaces were experimented to define the best combination for the approach. Low pass and high pass filters were implemented on the spatial domain improving the system speed. 
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1
Introduction

Dark objects or details enhancements on partially shadowed images are very useful in many applications where natural scenes illuminated by sun are used or when great difference on the intensity of illumination occurs in the same image. Because, generally, in these cases we don’t have control of the illumination process in image acquisition, the image local contrast and sharpen are significantly reduced and details can be hidden.

Non-uniform lighting in a scene causes various problems in an objective examination of an image of that scene. Large variations in lighting can cause low contrast in regions of an image. Low contrast (especially when combined with low resolution, as with commonly available video recording equipment) leads to unclear or unintelligible detail in an image. When contrast is very low an examiner may not even perceive some objects or details of objects in an image (Burgiss and Goodridge, 2001).

Security, identification and restoration are examples of application areas where this image enhancement are very useful. The present work could be used on safety applications enhancing objects illuminated by different light of the rest of the acquired scene. The developed technique is based on the homomorphic process on the spatial domain of the image and histogram equalisation.

This process attempts to analyse separately illumination and reflectance information. Enhancing the reflectance properties of an image can increase contrast in areas of low and high illumination levels (Burgiss and Goodridge, 2001). This system was previously developed to work with grey-scale images, and here adapted to work with colour images (Melo et al., 2005).
2
proposed system

When an image with large dynamic range is recorded on a medium with a small dynamic range, its contrast is significantly reduced, particularly in its darker and brighter areas. As recording the light reflected from an object that has been illuminated by some light source typically forms image, one possible and simple image model is the use of two parcels:
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where i(n1,n2) represents the illumination and r(n1,n2) represents the reflectance contribution for the image function f(n1,n2). The illumination component, i(n1,n2), is supposed the main contributor to the dynamic range of an image and is assumed to change slowly. The reflectance component, r(n1,n2), represents the details of an object and is supposed the main contributor to local contrast. r(n1,n2) is assumed to vary rapidly. To reduce the range and increase the local contrast, then, we need to reduce the influence of i(n1,n2) and increase the effective influence of r(n1,n2).
Because the image intensity is modified by the human visual system of some non-linearity way nears to logarithmic; the use of logarithmic transformation is the best way for turn above multiplication on an addition process. Moreover, it is simpler than other functions. So, applying logarithm on each side of Equation (1) the image function can be write as:
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For grey-scale images, the steps inside the dotted line of the figure 1 represent the proposed system. This system performs a logarithmic operation followed by a linear transform and then an exponential operation. In other words, it is based on the homomorphic processing (Lim, 1990).

The input image of the system of the figure 1, represented by the function f(n1,n2), is a grey-scale image. That is, for each pair of values (n1,n2) an intensity level t ( [0,255] are available. The Cartesian pair (n1,n2) is the pixel co-ordinates of the image: n1 comes from 0 to image width and n2 from 0 to image height. This system could be adapted to be used on colour images as commented bellow using for example the YIQ colour space.

The intensity values of the image pixels are converted to natural logarithm after the consideration of a unity shift because of the log limits. That is, if the tonal level quantization is from zero, then log(1+f(n1,n2)) is the transformation used to separate the illumination and reflectance components. 
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Figure 1   Proposed system to enhance grey-scale in partially shadowed images.

The next step is to apply a low pass and high pass filters on the images. The low pass on log(1+f(n1,n2)) result on log(i(n1,n2)) and the high pass result on log(r(n1,n2)). Because it is assumed as a premise that the illumination component vary slowly while it uses as hypothesis that the reflectance component undergoes change rapidly. 

Considering that log(i(n1,n2)) is subject to change slowly it must be attenuated to reduce the dynamic range while log(r(n1,n2))  that vary rapidly must be emphasised to increase the local contrast. This is done by using two variables  and . After that, ×log(i(n1,n2)) and ×log(r(n1,n2)) are combined and the result will be normalised between 0 and 1 before going to the exponential phase to avoid great value, which promotes problems on the use of exponential function. So, after the exponential it must guarantee that the used values be in the range [1,e]. Next step is to transform values in the process between 0 and 255 (original intensity limits of the image).

By observing the histogram of the image after this processing, it is possible to note a huge concentration of intensity on the middle and some sparse tones on the rest of the intensity levels. Final step is the histogram equalisation, resulting an image with better local contrast in both low or high illuminated regions.

To use this system on colour images, only some adjusts have to be made, depending on what colour spaces will be used. Figure 2 shows this scheme on the YIQ colour space. This is the best colour space for this system according to the tests done, not only in terms of the speed, but also in terms of results. The speed case is because the proposed system for grey-scale (figure 1) only have to be applied in one channel, because the Y channel had all the necessary information while the others, I and Q, had only colour information that aren’t useful on the processing.

On the diagram of the figure 2, f(n1,n2) now represents a true colour image on the RGB colour space. This image passes on a converter that transforms the image to the YIQ colour space and split its channels. The Y channel, that has all the necessary information, follows to the system of the figure 1, explained before. The other channels are combined with the output of the process (Y channel processed) on a converter that transforms the image back to the RGB colour space to be shown on the video. This combination results on the colour image processed by the system.
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Figure 2   Proposed diagram to enhance images on the YIQ colour space.

Other colour spaces could be used similarly on the diagram of the figure 2. In YUV colour space, also channel Y is the only relevant channel. In HSL colour space, L is the more relevant channel. For colour spaces like RGB and XYZ all the channels must be processed like the relevant channel in YIQ, YUV and HSL colour spaces (Melo et al., 2005). This makes the process slower on RGB and XYZ than in YIQ, YUV or HSL colour spaces. Resulted images also presents worst contrast in RGB and XYZ than in the YIQ, YUV and HSL colour spaces.

3
SYSTEM TESTS

The implementation was developed in C++ using a dynamic open source library called CxImage (Pizzolato, 2003). In all tests the  and  values were, respectively, 0.9 and 1.1. The kernels of the high pass and low pass filters used on the tests are shown in figure 3.
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Figure 3   Kernels used on the tests: (a) High pass and (b) Low pass.

In all tests the diagram in figure 2 was used. The “Proposed system” on figure 2 refers to the figure 1 scheme. The YIQ colour space was used because it was faster and reaches better results or results as good as the other colour spaces. In this work, true colour images with different characteristics and resolutions are tested. The first one is the interior image in the figure 4.
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Figure 4   Interior image (270x369 pixels) with bad resolution and high illumination contrast.
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Figure 5    Results of the processing of figure 4: (a) Image processed by the proposed system and (b) Equalised image.

The image of figure 4 has bad contrast but the results obtained after the proposed processing were good as it can be seen on figure 5 (a) (the bricks of the wall which has the spot light were enhanced). Other hidden details on figure 4 were enhanced by both processing (the here proposed and by the equalisation, respectively figures 5 (a) and (b)).

An exterior image tested is the image of figure 6, and the results can be seen on figure 7 (a) and (b).

In figure 7 two forms of enhancements can de seen. The image on figure 6 (a) is obtained using the proposed approach and in figure 6 (b) the equalisation process is considered for comparison. Hidden details that can’t be seen on figure 6 because of the shadow occurrence were improved specially on the wall and the stones around the vestibule. On the equalisation result, figure 7(b), these details remain occult.

[image: image9.jpg]



Figure 6    Exterior image (150x212 pixels) with gradual change of illumination.
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Figure 7    Results of the processing of figure 6: (a) Image processed by the proposed system and (b) Equalised image.

The castle of figure 8 is another example. Figure 9 shows the image after the processing of our proposed system. It is possible to note, in figure 9, that details of the wall (stones) and the door were improved while on the equalisation the image did not change. Because of that, the image that results of the equalisation could be considered the same of the figure 8. This result isn’t shown here then.

4
Conclusions 

In this work, an approach to enhance hidden details on partially shadowed images by increasing the local contrast and reducing its dynamic range is presented. The proposed system is based on the homomorphic filter, and, as illustrated by tests, it presents good results specially when the original image has gradual variation of illumination. Comparisons between the here proposed system against histogram equalisation show the superiority of the first approach. The proposed approach can be used in colour or grey-scale images. In the first case any colour space can be used, although the proposition results are better on YIQ, HSV or YUV colour spaces. 
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Figure 8   Exterior image (404x300 pixels) with high illumination contrast.
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Figure 9   Image of the figure 8 processed by the proposed system.
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