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Minimizing Packet Buffers (p.43)
All Internet routers contain buffers to hold packets during times of congestion so that the network can accommodate transient bursts without incurring losses. Buffers are what allow packet-switched networks to simultaneously achieve high-quality service and high utilization. Given the ubiquity and significance of packet buffers, one might expect buffer sizing to be thoroughly understood, based on well-grounded theory and supported by extensive experiments. Instead, for many years buffer sizing was based on a widespread but unsubstantiated rule-of-thumb that routers should provide at least one round trip time’s worth of buffering, often assumed to be 250ms. 

A 2004 paper [APP04] challenged this conventional wisdom, arguing (using analysis, simulation and some anecdotal experiments) that buffers can be greatly reduced in backbone routers because of the large number of multiplexed flows. Specifically, [APP04] argues that the buffer size can be reduced by a factor of √N (where N is the number of flows) without reducing link utilization; moreover, these smaller buffers would, during periods of congestion, significantly reduce maximum jitter and end-to-end delay. These results suggest that users would get a significant reduction in latency and jitter, without the operators giving up utilization of their networks. 

Today, a 10Gb/s packet buffer holds about 1,000,000 packets; the results above suggest they can be reduced to 10,000 packets. Recently, it's been proposed that packet buffers in backbone routers could be reduced still further - to as small as 20-50 packets [ENA06, WIS05]. These are more radical proposals, and come at the expense of some link utilization, on the order of 10-15%. These results might be applicable to all-optical routers, for which recent integrated optical buffers have been built that are capable of holding a few packets. 

These results have the potential of changing the way commercial switches and routers are designed and deployed. Backbone routers are generally limited by power consumption; on some linecards the buffer memory consumes a third of the power and a third of the board-space. In some commercial switches the buffer memory is more than 25% of the component cost. Thus, smaller buffers could lead to significantly simpler and cheaper switches and routers. 

However, several authors advise caution, arguing that oscillations and packet loss can occur with very small buffers [DOV05]. The truth is that no one knows for sure what will happen in a real network, as all of the experimental results to date are quite anecdotal, and limited to single links, small networks and lab experiments. Thus, more experiments are needed before they will have the credibility to lead to a widespread reduction in buffer size. 

And herein lies the problem. It is not possible to just measure buffer occupancies in today's networks; to test these hypotheses requires reducing buffers in the routers by factors of 10, or 10,000, and then running the network for long periods of time to find out if the hypotheses hold under a broad set of conditions. How could a responsible network operator take the risk of disabling most of the buffers and potentially disrupting their customers' traffic? And even if they were willing, it turns out that one can't set the buffer size accurately in commercially deployed routers, and none measure buffer occupancy in real-time. 

In the absence of a realistic, programmable network, researchers have resorted to building their own switches and routers, where buffers can be flexibly controlled and accurately measured, and then constructing a small lab network. While this provides some relevant evidence, it won't come close to passing the credibility test for a network operator, or an equipment vendor. Router vendors have a vested interest in keeping buffers large as it helps justify a much bigger margin than for - otherwise almost identical - Ethernet switches. 

Given the impact this small-buffer hypothesis might have on the performance of the Internet and the design of routers, it seems crucial that we evaluate it more thoroughly. To do so will require: (1) routers for which we can accurately set the size of the buffer, and measure the occupancy in real time, (2) a network built from these routers (natively over links, not as an overlay, as buffer occupancy depends critically on link delays), and (3) real user traffic that will allow the hypotheses to be tested with lots of users, and lots of applications, over long periods of time. GENI naturally supports all these requirements.
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A Data-Oriented Internet (p.48)
The first Internet applications, such as file transfer and remote login, focused strictly on host-to-host communication: The user explicitly directed the source to communicate with another host, and the network's only role was to carry packets to the destination address listed in the packet header. The Internet architecture was built around this host-to-host model and, as a result, the architecture is well suited for communication between pairs of well-known and stationary hosts. Today, however, the vast majority of Internet usage is data retrieval and service access, where the user cares about content but is oblivious to its location. The current architecture can support this service, but it is far from a comfortable fit. For instance, efficient large-scale data distribution requires a set of ingenious DNS hacks, as pioneered by Akamai, and a substantial dedicated infrastructure. 

These difficulties can be traced to weaknesses in the Internet’s domain naming system (DNS). DNS name resolution is a fundamental part of today’s Internet, underlying almost all Internet usage. However, DNS was developed rather late in the Internet’s evolution, after many basic pieces of the architecture were in place. For instance, TCP sessions were already bound to IP addresses and the Berkeley Socket API referred to addresses, not names; frozen design decisions such as these limited the extent to which DNS names (or any other naming system) could permeate the architecture. As a result, the current role of naming in the architecture is more an accident of history than the result of principled architectural design. 

Some researchers are now taking a “clean-slate” look at naming and name resolution. From a user’s perspective, some of the goals of naming are: 

· Persistence: once given a name for some data or service, a user would like that name to remain valid forever. There should be no equivalent of today’s “broken links” when data is moved to another site. 

· Authenticity: users should be able to verify that their data came from the appropriate source, and should be able to do so without relying on third-parties or other Internet infrastructure. 

· Availability: data and services should have high availability, in terms of both reliability and low-latency. Such availability is usually provided by replication at endpoints, and the network’s role is to route user requests to nearby copies. 

None of these goals are achieved by DNS, but they are easily within reach of a clean-slate design. In particular, if the names are self-certifying (that is, if an object’s name is based on the hash of the object’s owner’s public key), then if the owner cryptographically signs the object the user can be assured of its authenticity. Note that this does not involve PKIs or any other form of third-party certification. Such cryptographically derived names are flat (i.e., without semantic content), so they remain valid as an object moves between domains. In this way, flat self-certifying names can achieve both authenticity and persistence. 

Thus, the remaining challenge is availability, which must be achieved through the process of name resolution. DNS is based on lookup; clients submit names to the DNS infrastructure, which then returns with an address that the client can use to contact the intended target. However, to achieve availability, name resolution should guide requests to a close-by copy while avoiding failures. Doing so in a lookup-based system requires knowing the location of all copies and that of the client, both of which must be learned through ad hoc mechanisms. An alternative approach being contemplated in these clean-slate designs is name-based routing. Here, the name resolvers establish routing tables based on the names, and direct requests to the closest available copy. This is a natural fit since routing mechanisms are expressly designed to find shortest paths while avoiding failures, and those are the keys to providing availability in name resolution. This approach essentially turns name resolution into name-based anycast routing. 

However, such approaches faces severe scalability challenges. Large-scale experiments on GENI would help researchers understand the extent to which the approaches being contemplated could achieve the requisite scales under realistic loads, while also tolerating real-world failure scenarios. 
Living Without Congestion Control (p.51)
One of the most crucial aspects of the current Internet architecture is its reliance on individual flows to control their rates in order to avoid overall network congestion and achieve a reasonably fair allocation of bandwidth. TCP, in which flows slow down in response to packet drops, is the dominant form of congestion control today. However, there is a wide range of congestion control proposals in the literature that improve on TCP's performance, and extend its range to higher speeds and lossier environments. These proposals vary in the manner of adjustment, the type of congestion signal, and the nature of fairness sought, but they all share the notion that, to achieve low-loss and reasonably fair bandwidth allocation, flows should restrain their rate when the network signals them to do so. 

Recently researchers have begun exploring a future without congestion control, in which flows do not attempt to relieve the network of congestion but rather send as fast as they can whenever they have something to send. If all flows are sending at maximal rates, then the packet loss rate within the network is quite high. To cope with this, flows use efficient erasure coding, so the effective bandwidth achieved by the flow is a function of the throughput rate of the flow, and does not depend on its drop rate. That is, almost all delivered packets will be useful, irrespective of packet loss. 

This approach has several advantages: 

· Efficiency: When end hosts send packets as fast as possible, all available network resources between source and destination are utilized. Furthermore, because links are constantly overdriven, any additional capacity is immediately consumed. 

· Simplicity: Because packet drops (and reordering) are inconsequential, routers can be considerably simplified. For instance, routers no longer need to buffer packets to avoid packet loss, dispensing with the need for expensive and power-hungry line-card memory. 

· Stability: this approach transforms the sender’s main task from adjusting its transmission rate to selecting an appropriate encoding. Unlike the former, however, the latter has no impact on other flows. Hence, in this approach, traffic demands are fundamentally more stable than with traditional congestion control algorithms where the frequent rate variations may influence the behavior of other flows sharing a bottleneck. 

· Robustness: Using this approach, end points are forced to cope with high levels of loss and reordering in steady state. As a result, the network can drop, reorder, or duplicate packets without severely impacting flow throughput. Also, due to the flow isolation described above, the end points of one flow need not consider the congestion due to others when transmitting, so greedy parties cannot manipulate the network against each another. 

Perhaps the most intriguing possibility raised by this design is the chance to employ bufferless all-optical switches. Early results indicate that network efficiency can be maintained with extremely small or even non-existent buffers in switches, removing one of the chief barriers to the deployment of all-optical cross-connects. However, in order to provide fairness, the switches would need to drop packets selectively, akin how it is done in, say, Approximate Fair Dropping (AFD). This is an area that has not been well explored in the optical switch literature, but would be essential for making this approach viable. 

GENI would provide an ideal platform for experiments with this approach. It would allow novel optical-switch technology to be employed in conjunction with new host behaviors, and would also prevent the highly congested behavior engendered by this experiment from affecting other users. In addition, it would allow this approach to be tested in a variety of contexts (e.g., wireless subnets) where its performance may be more problematic. 
Limiting Collateral Damage (p.54)
As long as we cannot write perfectly reliable software, completely free from vulnerabilities, the threat of compromises to end hosts, servers, and network routers will be an ever-present danger. Improving software reliability will, of course, continue to be a major research focus, but the inevitability of compromised nodes in the Internet is a serious problem that any future architecture must address. Thus, in addition to reliable software, a key goal for any future Internet will be containment; i.e., the ability to limit the collateral damage caused by such compromises. The current architecture is especially fragile in this regard: a single compromised router, whether by malice or accident, can divert or “black-hole” a significant fraction of Internet traffic; collections of compromised hosts can be (and are) used for nefarious purposes such as distributed denial-of-service (DDoS) attacks, spam, and email phishing. 

A concrete goal would be to develop a set of architectural principles and implement a design that can demonstrably improve the Internet's ability to limit collateral damage. Because one of the problems in the Internet today is a lack of identity, it is easy to spoof addresses and hijack routes; the latter directly causes damage, and the former enables the source of danger to be hidden. Thus, accountability – being able to identify a responsible component in the system for any action, as well as the ability for that component to demonstrate deniability for any ill action it did not actually commit – can provide a much firmer foundation for such identification, and should be a part of the future Internet architecture. 

One approach could be to make all network addresses and names cryptographically verifiable, deriving them from their public keys (using hash functions). This notion of self-certification, developed earlier in the context of HIP and SFS, would explicitly name both the administrative origin and the unique end-point identifier for the host. For example, addresses could be of the form AID:EID where AID is the identifier of the host's AS and EID is the host identifier, with AID and EID being hashes of, respectively, the AS's and host's public key. Such an addressing structure would make any spoofing or forgery of source addresses detectable without relying on cumbersome and error-prone manual configuration of egress filters. It would also make route hijacking and other security compromises to inter-domain routing impossible, and would do so without requiring PKIs or third-party certification. 

In addition, once such firm notions of identification are in place, one can leverage the good intentions of most host owners and operators. (This is a safe assumption since most attacks are launched from compromised machines whose owners are well-intentioned.) Network interface cards can be modified to provide some low-level functionality that is not under control of the host operating system (but could be initially configured by plugging the NIC into a USB or serial port on the host). Such intelligent NICs would be beyond compromise by external intruders, but could limit the extent to which that machine participated in attacks on other sites. For instance, if host A did not want to receive any more packets from host B, host A could send a packet to host B's NIC requesting a time-limited cessation of packets sent to A. The success of such a scheme relies on the cryptographically secure notion of identity (so that B knows that it is A making the request) and on the ability of the network to prevent spoofing (so that A knows the attacking packets are coming from B). Thus, providing accountability, by tying addresses tightly to notions of identity, would enable much stronger DDoS prevention measures. 

It would be extremely difficult to verify such an approach in today's Internet, given that it calls for extensive changes to addressing, routing, and hosts. However, on GENI one could establish a network running this new architecture and provide hosts with a software proxy that would imitate the behavior of the intelligent NICs described above. 

To test the robustness of these methods against attack or evasion, one could recruit attackers whose goal would be to overcome these defenses. These attackers could be officially organized “Red Teams” that are explicitly funded for this purpose (and who could be seeking to attack many of the security designs being tested on GENI). Or the attackers could be implicitly encouraged by the offering of prize money for any successful compromise of the experimental machines. In both cases, the viability of these experiments relies on GENI's ability to set up such an alternate architecture and keep it isolated from the rest of the ongoing experiments, so that any successful attacks on it do not threaten other experiments.
Centralizing Network Management (p.59)
Managing a large data network is immensely difficult, as evidenced by two interesting statistics. First, the cost of the people and systems that manage a network typically exceeds the cost of the underlying nodes and links. Second, more than half of network outages are caused by operator error, rather than equipment failures. Managing a data network is challenging because the existing protocols and mechanisms were not designed with management in mind, forcing network operators to rely on limited information about network conditions and indirect (and sometimes inadequate) control over the behavior of the network. Retrofitting network management on the existing architecture has proven quite difficult, and has led to a plethora of tools, scripts, and procedures that add an additional layer of complexity on top of an already complex network while providing a level of management that is far from ideal. 

Given the importance of network management, it seems clear that any future Internet should be based on an architecture that is intrinsically easier to manage. To see what such an architecture might look like, it is useful to first revisit today’s division of functionality between the data, control, and management planes. Today’s data plane implements packet forwarding, filtering, buffering, and scheduling on routers; the control plane consists of the routing and signaling protocols the routers use to coordinate their actions; and the management plane collects measurement data and tunes the configuration of the routers to achieve network-wide objectives. The fact that the control plane doesn’t explicitly include management functions essentially forces the management plane to “invert” the operations of the control plane in the search for meaningful changes to the network configuration. For example, to achieve the desired access control, operators need to know which path packets will take so they can be sure that the corresponding access control state is configured on the appropriate routers. 

One approach to a management-oriented architecture would be to largely eliminate the control plane, and move nearly all functionality (besides forwarding packets and collecting measurement data) out of the routers into a separate management service. The resulting “4D” architecture [REX04] has four planes: a data plane (much like today), a discovery plane (that collects measurement data), a dissemination plane (for communicating with the routers), and a decision plane (to manage the network). The decision plane directly configures the data plane. In order to make these configuration decisions in a coherent and informed manner, the decision plane would be logically centralized and would maintain a network-wide view of the topology and traffic. In practice, the decision plane would be implemented as a collection of servers, to reduce vulnerability to failure and attack. 

Any evaluation of the 4D architecture must consider two main questions: 

· Is the 4D architecture technically feasible? Moving a network’s decision logic to a small collection of servers raises natural questions about reliability, security, and performance. These are classic “systems” questions that cannot be answered by simulation alone, and must be evaluated by a prototype implementation operating under realistic conditions. 

· Does the 4D architecture reduce management complexity? This question also necessitates a realistic evaluation of an operational system over a sizable period of time, and would involve having the prototype interact with other domains so that both the intra- and inter-domain aspects of the design could be fully tested. 

Thus, these questions can only be answered using a deployed prototype, and GENI provides the necessary infrastructure for such experiments. The aspects of GENI that are essential for testing 4D are real user traffic, exposing management functionality of network resources, the ability to run long-running experiments to gain operational experience, and the ability to construct multiple interacting domains. In addition, evaluating the effectiveness of the centralized control requires realistic delays between the servers and routers, which may not be feasible in an overlay. 
[REX04] Rexford, J., Greenberg, A., Hjalmtysson, G., Maltz, D.A., Myers, A., Xie, G., Zhan, J. and Zhang, H. "Network-Wide Decision Making: Toward A Wafer-Thin Control Plane." Proceedings of HotNets III. 2004
Unified Traffic Engineering (p.61)
ISPs devote much effort to traffic engineering, which is the task of distributing traffic among an ISP’s various links in a way that efficiently uses their networking resources while still meeting their service level agreements (SLAs). Thus, traffic engineering is crucial to the effective and profitable operation of ISPs, and ISPs understandably devote significant energy and engineering to this task. Since the original Internet architecture did not address this issue, current traffic engineering techniques have evolved in an ad hoc manner, with traffic being controlled by three different entities: hosts, routers, and operators. Host-based congestion control adjusts the rate at which sources send in response to indications of congestion; routers direct traffic over shortest paths, as measured by the configured link weights; and operators set these link weights based on previous measurements of traffic matrices in an attempt to achieve their utilization and SLA goals. Unfortunately, the task of finding an appropriate set of link weights is computationally intractable, forcing operators to resort to heuristics. Moreover, these various control loops are not coordinated, in that end hosts adapt sending rates assuming routing is fixed, and operators tune link weights assuming that traffic is inelastic. In fact, recent research shows these control loops interact in a highly suboptimal manner. 

A more attractive alternative would be to provide a coherent traffic engineering architecture in which a single set of mechanisms could allow both users and operators to meet their respective goals. One possible approach to achieving Unified Traffic Engineering (UTE) would be to take a top-down approach that starts with a shared objective for operators and users. A distributed architecture respecting the following separation of concerns can then be derived: 

· Operators provide multiple paths for sources 

· Links set “prices” based on local load information 

· Sources adjust their sending rate over each of the multiple paths based on this price information. 

This approach unifies the various control loops, and provides a way in which users and operators can both achieve their goals through direct manipulation of their configurations. From a theoretical perspective, optimization theory guarantees that a wide variety of adjustment algorithms will converge to the optimal solution at equilibrium. 

Simulating this approach has helped identify some of the important design issues. However, there is a large gap between idealized simulations and practical deployment. The proposed architecture is difficult to deploy today since several essential functions are not available. First, today’s routing protocols are designed for shortest path (intradomain) or best path (interdomain) with extremely limited multipath capabilities. Even where multipath routing is supported, the flows are split evenly amongst the paths, and flexible splitting ratios are infeasible. Finally, traffic policing is required to ensure sources are not sending too aggressively and this is also not routinely supported today. Without evaluation in realistic settings, ISPs would be unwilling to make such changes to the current architecture to support a UTE approach. 

Several aspects of GENI make it an appropriate setting to test UTE designs. First, because traffic engineering requires the allocation of bandwidth over links, UTE mechanisms cannot be tested on an overlay where the variations of available point-to-point bandwidth would interfere with the dynamics of the traffic-engineering mechanisms. Thus, GENI's ability to dedicate fixed capacities to various experiments would be important to making these experiments useful. Second, GENI's ability to embrace real user traffic is crucial, as the success of any UTE scheme will be its ability to adapt to traffic variations in real time and evolving user requirements over longer periods of time. Lastly, GENI's topological scale and scope, which are approximately that of a reasonably-sized ISP, will provide a necessary degree of realism. 
Cognitive Network Layers for Disaster Scenarios (p.65)
Advanced communications services in disaster recovery operations have become a crucial element in the overall response, as there is a desperate and immediate need for information so that first responders can communicate with victims and each other, and authorities can coordinate overall response efforts. An emergency network formed for such a situation must provide robust and flexible communication service under extreme conditions. The networking assets involved in forming such emergency networks will be owned by disparate entities, spread across different geographical locations and spanning multiple policy domains, thereby adding further complexity. 

Cognitive radios offer the promise of quick establishment of communication infrastructure without detailed preplanning. The extension of cognitive radio capabilities to the network layer, providing multiple network services within a framework supporting mobility, and providing a security framework for accessing these services are key components in providing solutions to demanding networking environments such as disaster relief. 

The network layer protocols for such cognitive radio networks are still in the nascent stages of development, and there is an urgent need to assess the ability of these new approaches to provide application robustness, performance, and security. Because simulation and emulation are not sufficient to explore the capabilities of these cognitive radios in disaster response and other multi-application mobile environments, realistic experiments with a variety of prototypes are needed. 
[image: image1.png]Figure 1. A disaster relief scenario.
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Today’s experiments in these areas are limited to local testbeds, which are often small in number of nodes and extent, and unrealistically homogeneous. GENI provides a unique capability to introduce heterogeneous environments separated by real world delays that realistically model disaster relief operations. 

A testbed could be created using GENI with four different environments, illustrated in Fig. 1, specifically a Command Center to control and coordinate relief efforts (requiring one-one and one-many communications capabilities), the Impacted Area where connectivity is primarily provided by heterogeneous wireless units deployed after the incident (supporting point to multipoint announcements, and point to point coordination with privacy), a rapidly growing Evacuee Center for those displaced by the emergency (needing broadcasts for finding relatives and point to point communications for requesting supplies, etc.), and the Relief Relay Center to catalog and direct relief (integrating mobile scanning and tracking devices to catalogue shipments of supplies, and provide directions to get supplies distributed). Each of these environments has its own service requirements, and all must be met within a coherent network design. 

Fig. 2 depicts a possible emergency-services protocol that might be tested on the GENI facility. 
Geographic Routing as an Internet Service (p.67)
Using location information to optimize wireless networks has emerged as a powerful approach to scale capacity in high density or high mobility systems. In particular, geographic routing is a radically different approach to routing that provides far greater scalability than conventional ad hoc routing designs. Geographic routing does not forward packets based on Internet addresses; instead, destinations are identified by their geographic coordinates. The basic notion behind geographic routing is simple: routers forward packets to routers that are closer to the destination. However, there are many subtle complexities involved in avoiding “dead-ends” and overcoming radio anomalies. 

Despite these complications, geographic routing holds great promise as it reduces the overhead of maintaining or acquiring network topology information and uses small routing tables. Geographic routing can be used to support vehicular applications such as content delivery or safety, as well as a broad range of location-aware mobile computing applications. 

A basic research issue is that of evaluating the scalability of geographic routing in realistic large-scale deployments, and comparing the performance with more conventional overlay approaches. The location-aware protocols and underlying vehicle-to-vehicle MAC protocols supporting these applications have to date been primarily studied through simulation models. Only recently have small-to-medium sized testbeds such as the ORBIT outdoor field trial system become available, leading to new insights on the deficiencies of existing simulation models. For example, in an initial experiment with V2V georouting, researchers found that the underlying communication channel is significantly less reliable than assumed in simulations due to various radio effects. Thus, the V2V MAC and georouting protocols are currently under redesign to address issues of intermittent connectivity, deafness, and hidden node problems that arise under realistic conditions. 

Current experiments on geographic routing are limited by the availability of large-scale testbed facilities. Key questions to be addressed to realize the vision of georouting for vehicle-to-vehicle and vehicle-to-roadside communication are reliability and latency of message delivery. These are determined by factors such as vehicle density, routes and driving patterns of vehicles, and message transmission rates. While initial results have been obtained with traffic simulations, moving this field forward requires large-scale experimental validation. The planned GENI facility would enable experimentation with such approaches at scale, especially through wireless edge networks with thousands of vehicles. Particular metrics of interest are latency, but also complexity and manageability of the resulting network structure. An implementation of the geographic routing stack and measurement instrumentation can be installed on programmable routers and access points in the planned city-wide urban grid deployment. Virtualization features in GENI would help to isolate this experiment from other services, and would thus allow measurement of end-to-end latency for geocast messages originating from both Internet hosts and moving vehicles. The setup would also support a study of georouter scaling properties in terms of routing table size, typical lookup delay and control messaging overheads. 

With increasing stability of the prototype implementation, the network can also be made accessible to pervasive application developers who can benefit from the geographic routing service. Feedback from this initial user population and system administrators who maintain the network will provide important insights on complexity and manageability of the system. 
Dynamic Optically Circuit Switched Backbone Networks (p.70)
Backbone networks are made from two parts: A physical optical transport network built from wavelength switches, TDM (SONET) switches, and optical patch panels; and an IP data network that uses the transport network to interconnect big routing centers. Large backbone routing centers are built from many small access routers (to multiplex the traffic arriving from customers at the edge), and a couple of big routers to direct the traffic over the backbone to three or four neighbors. The long-haul links are optical, and pass through many optical switching centers between the routing centers. 

The transport network and IP networks are invariably owned and controlled by different organizations, either different companies (where one leases capacity from the other), or different organizations within the same company (where the transport network grew out of a very profitable telephony service). The transport layer is pseudo-static, with changes in topology taking weeks or months; the IP network is highly dynamic, with traffic matrices hard to measure and constantly changing. To accommodate uncertainty (from failures and changes in demand), IP networks are typically over-provisioned by a factor of four or more. 

It has long been suggested that IP networks would benefit from directly controlling the transport layer so that they could provision new capacity very quickly on demand, perhaps within milliseconds. In one possible approach, the small access routers are connected together by a dynamic optical circuit switched (DOCS) network. A router copes with increased traffic for another access router by merely establishing a new circuit between them (or increasing an existing one). This allows the IP-layer network capacity to quickly adapt to changing demand. This approach could: have a profound effect on IP-level traffic engineering (perhaps eliminating it); change the routing protocols which no longer have a relatively fixed set of links to traverse; and allow the big routers to be replaced by fast optical circuit switches. It has been noted many times that, today, commercial optical circuit switches have about ten times the capacity-density (measured in Gb/s per cubic meter) of commercial routers, consuming about one tenth of the power, and costing less than one tenth per Gb/s. If this approach were deployed, it would be the first time we would reap the promised rewards of low-cost optical circuit switches (these could be, for example, fast MEMS-based patch panels, TDM switches or wavelength switches), and their almost limitless capacity with almost no consumed power. 

If the opportunity is so enormous - and inevitable - why hasn't it happened already? To some extent it is already happening. The GMPLS standard (an IETF standard; there are equivalents from OIF and ITU) lays out a way for circuits to be established over a transport network, and some commercial circuit switches can be configured within seconds. DARPA has solicited the delivery of an ultra-fast provisioned optical network (CORONET), and some commercial networks now offer capacity on demand. The problem is that - in the absence of an elegant and simple usage model - the protocols and standards are bloated and complex. Without the means to test how users and operators would deploy such a network, no one is quite sure what needs to be built. Further, if there had been a means to experiment with dynamic optical circuit switching, it is likely that this approach would have been deployed a decade ago, when optical circuit switching was first possible and large routers were starting to be limited by power consumption. 
Before such a design can be widely deployed, a number of questions need to be answered. First, how should an access router decide that it needs new capacity to connect it to another router; should it wait until the traffic changes, or should it try to predict it? How much capacity should it request, and what happens if the capacity is not available, is too expensive, or is needed for another circuit? What route should the circuit follow, and who should decide? These are just some of the many unanswered questions; and to answer them well will require an extensive series of experiments. 

The GENI platform will support these experiments. The GENI backbone node architecture calls for a reconfigurable optical layer, in which TDM circuits, WDM circuits and whole fibers can be switched under the control of an experiment running in a slice. A user can deploy a conventional access router in the programmable router, which can aggregate traffic from tail circuits. When more capacity is needed, the router can signal the need for more capacity, and the optical layer can provide a new circuit across the GENI backbone network. Realistic experiments can thus be carried out quite easily, accurately emulating the way in which an optical circuit switched backbone network would be built and used. 
