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Abstract

Data mining is a process that has been applied in several fields, aiming at discovering

interesting and potentially useful knowledge from data in the form of models and patterns.

This thesis compiles a series of research contributions established by the author’s work on

the proposal and application of data mining methods in the combinatorial optimization

and bioinformatics fields.

Data mining techniques have been incorporated into metaheuristics in the combina-

torial optimization literature, leading to solution quality improvement and convergence

speedup. This thesis explores a novel approach, named MineReduce, for incorporating

data mining into metaheuristics, which was applied in this work to solve variants of

the vehicle routing, vertex cover, facility location and travelling salesperson problems.

The heuristics developed based on the MineReduce approach achieved relevant results,

overcoming previous state-of-the-art algorithms. Additionally, this thesis presents the ap-

plication of a previous data mining approach – the Multi Data Mining (MDM) approach

– to solve a vehicle routing problem variant, which also achieved state-of-the-art results.

Classification is a data mining task based on building, from a dataset of labelled

records, a model capable of classifying unlabelled data records. This thesis reports

methodological contributions related to classification and their applications in bioinfor-

matics. It introduces novel approaches to build classifier ensembles for uncertain data.

These proposals were applied for classifying ageing-related genes and predicting drug side

effects using real data. The experimental results produced evidence that the proposed

approaches can improve the predictive performance of ensembles on uncertain data. Ad-

ditionally, this thesis introduces novel approaches for interpreting Naive Bayes ensembles,

which were applied to identify relevant protein interactions to classify ageing-related genes,

producing results consistent with current biological knowledge and new insights in this

field.

Keywords: Data mining. Metaheuristics. Problem size reduction. Bioinformatics.

Classification. Uncertain data.



Resumo

Mineração de dados é um processo que tem sido aplicado em diversas áreas, com o objetivo

de descobrir conhecimento novo e potencialmente útil a partir de dados na forma de

modelos e padrões. Esta tese compila uma série de contribuições estabelecidas pelo autor

na proposta e aplicação de métodos de mineração de dados nas áreas de otimização

combinatória e bioinformática.

Técnicas de mineração de dados têm sido incorporadas em metaheurísticas na literatu-

ra de otimização combinatória, levando à melhoria da qualidade das soluções e à aceleração

da convergência. Esta tese explora uma nova abordagem, chamada MineReduce, para in-

corporar mineração de dados em metaheurísticas, que foi aplicada para resolver variantes

dos problemas de roteamento de veículos, cobertura de vértices, localização de instalações

e caixeiro viajante. As heurísticas desenvolvidas com base na abordagem MineReduce

alcançaram importantes resultados, superando algoritmos do estado-da-arte. Adicional-

mente, esta tese apresenta a aplicação de uma abordagem anterior de mineração de dados

– a estratégia Multi Data Mining (MDM) – para resolver uma variante do problema de

roteamento de veículos, que também alcançou resultados em nível de estado-da-arte.

Classificação é uma tarefa de mineração de dados baseada na construção, a partir

de um conjunto de registros rotulados, de um modelo capaz de classificar registros não

rotulados. Esta tese relata contribuições metodológicas relacionadas à classificação e suas

aplicações em bioinformática. Ela apresenta novas abordagens para construir comitês de

classificadores para dados incertos, que foram aplicadas para classificar genes relacionados

ao envelhecimento e prever efeitos colaterais de drogas, usando dados reais. Os resultados

evidenciam que as abordagens propostas melhoram o desempenho preditivo de comitês

ao lidar com dados incertos. Além disso, esta tese apresenta novas abordagens para

interpretar comitês de Naive Bayes, que foram aplicadas para identificar interações entre

proteínas relevantes para classificar genes relacionados ao envelhecimento, produzindo

resultados consistentes com o conhecimento biológico atual e novos insights neste campo.

Palavras-chave: Mineração de dados. Metaheurísticas. Redução de tamanho de pro-

blema. Bioinformática. Classificação. Dados incertos.
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1 Introduction

Data mining is a process that has been applied in several fields, aiming at discovering new

and potentially useful knowledge from data in the form of models and patterns (witten;

frank; hall, 2011; han; kamber; pei, 2012; zaki; meira jr, 2014). It can be cate-

gorized into predictive and descriptive data mining. Predictive models provide inferences

and predictions on the data domain, whereas descriptive patterns reveal implicit relations

and hidden rules in the data. Classification and regression are examples of predictive

data mining tasks. Frequent itemsets, association rules and data clusters are examples

of descriptive patterns. This thesis compiles a series of research contributions established

by the author’s work on the proposal and application of predictive and descriptive data

mining methods in the combinatorial optimization and bioinformatics fields.

Research on the synergies between machine learning (ML) – as a broader category

that includes data mining – and metaheuristics has become increasingly popular in the

combinatorial optimization literature (jourdan; dhaenens; talbi, 2006; zhang et al.,

2011; corne; dhaenens; jourdan, 2012; calvet et al., 2017; martins; rosseti;

plastino, 2018; talbi, 2021). Metaheuristics can help solve ML problems that can

be modelled as optimization problems, and ML-based approaches have been applied to

improve the performance of metaheuristics. One particularly successful approach consists

in incorporating data mining techniques into metaheuristics, leading to solution quality

improvement and convergence speedup (ribeiro; plastino; martins, 2006; santos;

martins; plastino, 2008; guerine; rosseti; plastino, 2014; plastino et al., 2014;

martins; rosseti; plastino, 2018; maia; plastino; penna, 2018).

This thesis introduces and explores a novel approach, named MineReduce, for incor-

porating data mining into metaheuristics (maia; plastino; penna, 2020), presenting

its well-succeeded application to solve variants of the vehicle routing, vertex cover, fa-

cility location and travelling salesperson problems. The heuristics developed based on

the MineReduce approach achieved relevant results, overcoming previous state-of-the-art

algorithms. Additionally, this thesis presents the application of a previous hybrid data
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mining approach – the Multi Data Mining (MDM) approach (plastino et al., 2014) – to

solve a vehicle routing problem variant, which also achieved state-of-the-art results. The

MineReduce and MDM approaches are based on frequent itemset mining, a descriptive

data mining task.

Classification is a predictive data mining task based on building, from a dataset

of labelled records, a model capable of classifying unlabelled data records. This thesis

reports methodological contributions related to classification and their applications in

bioinformatics. Specifically, it introduces novel approaches for coping with uncertain

data and for model interpretation.

This work addresses feature-value uncertainty, which occurs when some feature values

in an instance are not precisely known. It has been shown that incorporating information

on uncertainty into classification algorithms can improve predictive performance (ge;

xia; nadungodage, 2010; tsang et al., 2011; angiulli; fassetti, 2013; xie; xu;

hu, 2018), but this is still an under-explored research topic, particularly for categorical

features, since most previous methods focus on uncertain numerical features. This thesis

introduces novel approaches for building classifier ensembles that cope with uncertain

categorical features. These proposals have been applied for classifying ageing-related genes

and predicting drug side effects using real data (kuhn et al., 2015; szklarczyk; santos,

et al., 2015; tacutu et al., 2017; szklarczyk; gable, et al., 2018). The experimental

results showed that the proposed approaches improved the predictive performance of

ensembles on uncertain data.

Interpretable modelling is an emerging topic of high importance in the data mining

field since understanding how and why computational models make predictions may be

critical for some applications (guidotti et al., 2018). Besides, it can help domain experts

learn more about the considered problem. In particular, interpretable models have been

applied in genetics and genomics to derive novel biological insights (azodi; tang; shiu,

2020). This thesis introduces novel approaches for interpreting Naive Bayes ensembles,

which were applied to identify relevant protein interactions to classify ageing-related genes,

producing results consistent with current biological knowledge and new insights in this

field.

This thesis consists of seven research papers and this complementary text. This text

provides a general overview of this thesis’ objectives, results and contributions, whereas

the papers, included as appendices, provide detailed descriptions of the proposed methods,

applications, experimental evaluations, and specific conclusions. The following papers
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compose this thesis:

1. MAIA, M. R. H.; PLASTINO, A.; PENNA, P. H. V. “MineReduce: An ap-

proach based on data mining for problem size reduction”. Computers & Operations

Research, v. 122, 104995, 2020. (Appendix A).

2. MAIA, M. R. H.; PLASTINO, A.; SOUZA, U. S. “MineReduce-based iterated

tabu search for the minimum weighted vertex cover problem”. Submitted to Applied

Soft Computing. (Appendix B).

3. MAIA, M. R. H.; REULA, M.; PARREÑO-TORRES, C.; VUPPULURI, P. P.;

PLASTINO, A.; SOUZA, U. S.; CESCHIA, S.; PAVONE, M.; SCHAERF, A. “Meta-

heuristic Techniques for the Capacitated Facility Location Problem with Customer

Incompatibilities”. Submitted to Soft Computing. (Appendix C).

4. MAIA, M. R. H.; SANTANA, Í.; ROSSETI, I.; SOUZA, U. S.; PLASTINO, A.

“MineReduce-based Metaheuristic for the Minimum Latency Problem”. Submitted

to the 14th Metaheuristics International Conference (MIC’2022). (Appendix D).

5. MAIA, M. R. H.; PLASTINO, A.; SOUZA, U. S. “An improved hybrid genetic

search with data mining for the CVRP”. In: 12th DIMACS Implementation Chal-

lenge: Vehicle Routing Problems. (Appendix E).

6. MAIA, M. R. H.; PLASTINO, A.; FREITAS, A. A. “An Ensemble of Naive Bayes

Classifiers for Uncertain Categorical Data”. In: 2021 IEEE International Conference

on Data Mining (ICDM). 2021. p. 1222–1227. (Appendix F).

7. MAIA, M. R. H.; PLASTINO, A.; FREITAS, A. A.; MAGALHÃES, J. P. “In-

terpretable Ensembles of Classifiers for Uncertain Data with Bioinformatics Appli-

cations”. Submitted to IEEE/ACM Transactions on Computational Biology and

Bioinformatics. (Appendix G).

Paper 1 presents the proposal of MineReduce, an approach based on data mining

for problem size reduction in the combinatorial optimization context. The idea of using

data mining for this purpose was first introduced in an algorithm specifically designed for

the Heterogeneous Fleet Vehicle Routing Problem (HFVRP), proposed in the author’s

master’s thesis (maia, 2015). Afterwards, during this research work, that idea originated

the general approach named MineReduce formalized in Paper 1, which also reported novel
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results for the application of the MineReduce approach to the HFVRP. This paper was

published in Computers & Operations Research.

Paper 2, which presents an application of the MineReduce approach to the Minimum

Weighted Vertex Cover Problem (MWVCP), is currently under review in Applied Soft

Computing. It is an extended version of a paper published in the proceedings of the 2020

edition of the International Conference on Optimization and Learning (maia; plastino;

souza, 2020).

Paper 3 is a work originated from the Metaheuristics Competition of the Metaheuris-

tics Summer School (MESS 2020+1)1. The task was to propose metaheuristic methods to

solve a new variant of the facility location problem. This thesis’ author was the competi-

tion gold medal winner with a method based on the MineReduce approach (MR-MS-ILS).

The paper, co-authored by the competition’s organizers and competing teams, introduces

the Multi-Source Capacitated Facility Location Problem with Customer Incompatibilities

(MS-CFLP-CI), presenting and comparing the competing methods. It is currently under

review in Soft Computing.

Paper 4 presents an application of the MineReduce approach for the Minimum La-

tency Problem (MLP). This paper is currently under review in the 14th edition of the

Metaheuristics International Conference.

Paper 5 describes a heuristic method proposed for the Capacitated Vehicle Routing

Problem (CVRP) track of the 12th DIMACS Implementation Challenge2. The proposed

method (MDM-HGS) applies an approach referred to as MDM (which stands for multi

data mining) that uses frequent patterns extracted from good solutions by a data mining

process (plastino et al., 2014). The paper was part of the author’s entry, which ranked

second, and was presented at the challenge’s workshop.

Paper 6 presents the proposal of an approach named Biased Random Subspaces (BRS)

for building classifier ensembles for uncertain categorical data. It also presents the appli-

cation of the BRS approach to build ensembles of Naive Bayes classifiers on datasets of

ageing-related genes. The paper was published in the proceedings of the 2021 edition of

the IEEE International Conference on Data Mining.

Paper 7 builds upon the work reported in Paper 6, proposing two new approaches

for building classifier ensembles for uncertain categorical data: Biased Bootstrap (BB)

and Biased Splitting (BS). It presents the application of the BRS, BB and BS approaches
1https://www.ants-lab.it/mess2020/#competition
2http://dimacs.rutgers.edu/programs/challenge/vrp/cvrp

https://www.ants-lab.it/mess2020/#competition
http://dimacs.rutgers.edu/programs/challenge/vrp/cvrp
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to build Random Forests and ensembles of Naive Bayes classifiers on datasets from two

bioinformatics domains: ageing-related genes and drug side effects. Furthermore, this

paper introduces two approaches for interpreting Naive Bayes classifier ensembles and

presents their application to the ageing-related genes datasets. It is currently under

review in IEEE/ACM Transactions on Computational Biology and Bioinformatics.

The remainder of this complementary text is organised as follows. Each of Chap-

ters 2–9 discusses one research contribution: the proposal of the MineReduce Approach

(Chapter 2) and its application to the HFVRP (Chapter 3), the MWVCP (Chapter 4),

the MS-CFLP-CI (Chapter 5), and the MLP (Chapter 6); the application of the MDM

approach to the CVRP (Chapter 7); the proposal of classifier ensemble approaches for

uncertain categorical data and their application in bioinformatics domains (Chapter 8);

and the proposal of interpretability approaches for Naive Bayes ensembles and their ap-

plication in a bioinformatics domain (Chapter 9). Lastly, Chapter 10 presents general

conclusions and future work directions.



2 The MineReduce approach

This chapter discusses MineReduce, an approach based on data mining for problem size

reduction in combinatorial optimization. The MineReduce approach has been proposed

in (maia; plastino; penna, 2020), a paper published in Computers & Operations Re-

search, presented in Appendix A. Its application to various combinatorial optimization

problems, detailed in Chapters 3–6, demonstrated its effectiveness in providing meta-

heuristic methods with enhanced performance regarding both solution quality and con-

vergence speed. Thus, it constitutes a promising contribution to the combinatorial op-

timization field. Section 2.1 provides a background on problem size reduction, whereas

Section 2.2 describes the MineReduce approach.

2.1 Problem size reduction in combinatorial optimization

Any approach for solving a combinatorial optimization problem (COP) relies on some form

of search on its solution space, which is the domain of the function to be optimized. Solving

a COP is usually a challenging task because its solution space grows exponentially with

its size. Therefore, problem size reduction (PSR) is beneficial in this context, especially in

the case of large-scale COPs (gavish; pirkul, 1985a; gavish; pirkul, 1985b; gavish;

srikanth, 1986).

If a COP is analyzed with respect to an integer programming formulation, its size

is defined considering the number of decision variables, the cardinality of the decision

variables’ domains, and the number of constraints. PSR techniques aim to reduce the

number of decision variables of the problem or the range of values in their domains.

The general process of PSR techniques consists of:

1. Transforming a problem P into a modified problem P ′ such that the solution space

of P ′ is smaller than that of P .

2. Solving P ′.
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3. Transforming the solution to P ′ into a solution to P .

The application of this procedural framework is exemplified by the Reduce-Optimize-

Expand (ROE) method (montiel; diaz-delgadillo; sepúlveda, 2013). In the first

step (reduce), the ROE method reduces the size of the problem instance just before

applying a solving algorithm. Once the reduction is achieved, the next step (optimize)

is the application of a combinatorial optimization method, exact or heuristic, to obtain

an optimal or suboptimal solution. Then it executes the last step (expand) to obtain the

final result.

The “reduce” step is naturally the most crucial procedure in the PSR process since

better decisions in this step will produce solutions of better quality in the subsequent

stages (montiel; diaz-delgadillo; sepúlveda, 2013; montiel; delgadillo, 2015;

delgadillo; montiel; sepúlveda, 2016). Strategies to make these decisions are highly

dependent on the structure and features of the problem, so they vary significantly among

distinct classes of COPs.

One general form of accomplishing size reduction is fixing values of decision variables,

which can be regarded as fixing elements either in or out of the solution. This kind of

reduction is common for many classes of COPs. For example, in binary formulations

of classical routing problems – such as the travelling salesperson problem (TSP) or the

vehicle routing problem (VRP) – the decision variables refer to edges in the problem

instance graph. The value set to a variable indicates whether the corresponding edge is

in (one) or out of (zero) the solution.

Work on the multilevel paradigm, which involves the recursive application of the PSR

steps, has provided evidence that it can aid metaheuristics to find better solutions faster

for some COPs (walshaw, 2008). In a multilevel optimization method, the original

problem instance is recursively coarsened (reduced), creating a multilevel hierarchy of

reductions. An initial solution is found (at the coarsest level) and then, at each level in

reverse order, iteratively expanded to a solution to the parent level’s instance and refined,

usually with a local search algorithm.

Chen (2015) proposed a fix-and-optimize approach for mixed integer programming

problems, which has been integrated into a variable neighbourhood search framework.

It decomposes the original problem by fixing values of binary variables based on their

interrelatedness.

C. Blum et al. (2016) introduced a hybrid metaheuristic called Construct, Merge, Solve
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& Adapt (CMSA). It is based on the idea of generating solutions, reducing the original

instance by merging the components in the generated solutions (in a way such that a

solution to the original instance can be derived from a solution to a reduced instance),

solving the reduced instances to optimality, and adapting these reduced instances based

on an ageing mechanism.

Kenny et al. (2019) presented another hybrid metaheuristic, based on a strategy known

as “merge search”, which has some similarities with CMSA. The main difference between

them is that, while CMSA generates solutions from scratch, the merge search algorithm

starts with a single initial seed solution and uses local search to generate a population

of neighbouring solutions to the initial seed solution. Then it goes through an iterative

process of generating a population, merging, and solving the reduced instance using an

exact method. The merging procedure is based on the intersections between all of the

solutions in the population. The solution to a reduced instance becomes the initial seed

solution for the next generation. As each iteration produces a new set of solutions, there

is no need for an ageing mechanism to regulate the population.

2.2 Approach description

Usually, multi-start metaheuristics perform a sequence of independent iterations com-

posed of a generation phase and a local search phase. The generation phase builds an

initial solution and generally consists of applying more straightforward methods, usually

based on a combination of greedy and random strategies. Most of the computational

effort is employed in the local search phase, which improves the initial solution.

Previous approaches that incorporate data mining into multi-start metaheuristics

eliminate the independence of their iterations by introducing a memory mechanism into

them (martins; rosseti; plastino, 2018). At some point, iterations begin to benefit

from knowledge accumulated in previous iterations. This knowledge – patterns mined

from an elite set of solutions – is used to generate better initial solutions.

The data mining procedure in these approaches relies on the FPmax* algorithm pro-

posed by Grahne and Zhu (2003), which mines maximal frequent itemsets. An itemset is

considered frequent if it achieves a given minimum support, i.e., if it is present in at least

a given minimum number of the elite set solutions. Hence, mined patterns are composed

of items that frequently appear together in the sub-optimal solutions of the elite set. In-

tuitively, it is assumed that these items should likely be part of the best solutions to the
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problem. Thus, they are included in initial solutions.

The MineReduce approach builds upon these ideas. Since the mined patterns are

assumed to likely be part of the best solutions to a problem instance, they could be well-

suited for reducing the size of that instance. The items in a pattern could, for example, be

fixed in the solution, which in turn would be equivalent to fixing (or at least constraining)

values of decision variables related to those items. Another possibility is that the items in

a pattern could be merged in a condensed representation, also producing a reduced-size

instance.

Fig. 1 presents a generalized conceptual framework of the MineReduce approach,

showing the steps that compose its PSR process.

Elite

Set
Mine

Set of Patterns

A pattern p

ReduceInstance I Optimize Expand

Solution to I

Instance I ′ Solution to I ′

Figure 1: Framework of the MineReduce approach

1

Figure 1: Conceptual framework of the MineReduce approach. Adapted from (maia;
plastino; penna, 2020, p. 3).

The proposed approach requires as input an elite set of solutions for the problem

instance in consideration. A set of patterns is extracted from the elite set by applying

a data mining method. Then, a pattern p is selected for driving the PSR process. The

Reduce step uses pattern p to transform the problem instance I into a reduced-size instance

I ′. In the Optimize step, a solution to I ′ is obtained. Finally, in the Expand step, the

solution to I ′ is transformed into a solution to I.

The extraction of patterns from an elite set by using a data mining method works

exactly like in the Multi Data Mining (MDM) approach (plastino et al., 2014), i.e., the

best solutions found during the execution of the applied heuristic are stored in the elite

set until it becomes stable (unaltered for a given period), which triggers the data mining

method.
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The three subsequent steps compose a full PSR process conceived to work as a method

for generating new solutions. For example, in a multi-start metaheuristic, at each iteration

occurring after a set of patterns is mined, one of the patterns would be selected for carrying

out the PSR process, producing a new initial solution.

The Optimize step may be accomplished through the application of any method that

produces a feasible (and presumably good) solution for the reduced instance. For example,

the original metaheuristic’s optimization procedures (e.g., solution initialization and local

search) may be used, or an exact method may be applied to solve the reduced instance

optimally if it is small enough.

This modified solution generation method makes MineReduce different from previous

approaches incorporating data mining techniques into metaheuristics. Methods based on

the MDM approach (or its predecessor, the DM approach) use the mined patterns as a

starting point for constructing initial solutions (martins; rosseti; plastino, 2018).

MineReduce, on the other hand, performs a procedure that reduces the original instance

by deleting or merging elements that are in a pattern, finds a solution to the reduced

instance and expands the solution found, which will be used as the starting point for a

search on the original solution space.

In this sense, the MineReduce approach shares some aspects with the multilevel

paradigm (walshaw, 2008). MineReduce-based methods reduce the problem instance

to a “coarser” level, find a solution to the reduced instance, expand the solution (back

to the original instance’s level), and refine it. In this case, the number of levels is con-

stant (two), but the main difference resides in the reduction strategy. In the multilevel

paradigm, this is often done by adapting construction heuristics, whereas the MineReduce

approach relies on patterns extracted from an elite set of solutions through data mining

techniques.

Regarding the reduction strategy, the MineReduce approach is closer to merge search

algorithms (kenny et al., 2019), which reduce instances by merging variables based on the

intersections observed in a set of solutions. MineReduce’s reduction strategy also relies

on similarities observed in a set of solutions. However, they differ significantly in how

they build such a set of solutions and how similarities between solutions are characterized

and identified.

Talbi (2021) has proposed a taxonomy for metaheuristics that incorporate machine

learning (ML) – as a broader category that includes data mining – in their design. Ac-

cording to that taxonomy, MineReduce-based methods are primarily classified as problem-
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level ML-supported metaheuristics since this approach uses data mining for hierarchical

problem decomposition (defining and solving smaller subproblems). They can also be

classified as low-level ML-supported metaheuristics since data mining is used in a process

that drives the initialization of solutions. Finally, regarding the learning time criteria,

they are classified as online ML-supported metaheuristics since they gather knowledge

during the search while solving the problem.



3 MineReduce application to the
Heterogeneous Fleet Vehicle Routing
Problem

This chapter summarizes the results obtained by applying the MineReduce approach

to the Heterogeneous Fleet Vehicle Routing Problem (HFVRP). A MineReduced-based

multi-start iterated local search method was proposed for this problem in (maia; plas-

tino; penna, 2020), the paper that also proposed the MineReduce approach, published

in Computers & Operations Research and presented in Appendix A. Section 3.1 describes

the HFVRP, Section 3.2 describes how the MineReduce elements have been implemented

in the proposed method, and Section 3.3 reports a summary of the obtained results.

3.1 Problem definition

The HFVRP is described as follows. Let G = (V,A) be a directed graph, where V =

{0,1,...,n} is a set composed of n+ 1 vertices and A = {(i,j) : i,j ∈ V, i ̸= j} is the set of

arcs. Vertex 0 is the depot, where the vehicle fleet is located, whereas the set V ′ = V \{0}
consists of the remaining vertices representing the n customers. Each customer i ∈ V ′ is

associated with a non-negative demand qi. The fleet consists of m distinct vehicle types,

which compose a set M = {1,...,m}. For each vehicle type u ∈ M , there are mu vehicles

available, each with a capacity Qu and a fixed cost fu. Finally, for each combination of

an arc (i,j) ∈ A and a vehicle type u ∈ M , there is an associated cost cuij = dijru, where

dij is the distance between vertices i and j, and ru is the dependent (variable) cost per

unit distance associated with the vehicle type u.

A route is defined by a pair (R,u), where R = (i1,i2,...,i|R|), i1 = i|R| = 0, and

{i2,...,i|R|−1} ⊆ V ′; that is, each route is a circuit in G that starts and ends at the depot

and is assigned to a vehicle of type u ∈ M . A route (R,u) is feasible if the sum of all

customers’ demands on R does not exceed the capacity Qu of the vehicle assigned to it.

A route’s cost is the sum of the assigned vehicle’s fixed cost and the dependent costs
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associated with each traversed arc and the vehicle type. Thus, the aim is to discover

feasible routes such that each customer is visited precisely once, the total quantity of

routes assigned to vehicles of each type u ∈ M does not exceed mu, and the sum of all

route costs is minimized.

HFVRP instances are typically categorized with respect to certain criteria. Two

primary classes are related to the limitations on the fleet. The problem that characterizes

the first class, known as the Fleet Size and Mix (FSM) problem (golden et al., 1984),

can be considered as a particular case of the above definition in which mu =∞,∀u ∈M .

Therefore, this problem consists of identifying the best composition of the fleet and its

best routing scheme. For the second category of instances, in which the fleet is limited,

the corresponding problem is known as the Heterogeneous Fixed Fleet VRP (HFFVRP)

(taillard, e. d., 1999) and consists of optimizing the routing for an available fixed

fleet.

The FSM and HFFVRP classes may be further subdivided with respect to the types

of vehicle costs considered. The possibilities are as follows: both fixed and dependent

costs (the general case), fixed costs only (a particular case in which ru = 1,∀u ∈ M),

or dependent costs only (a particular case in which fu = 0,∀u ∈ M). Five subclasses

of FSM and HFFVRP instances concerning this criterion are differentiated in the liter-

ature: (1) the FSM problem with both fixed and dependent costs, denoted by FSM-FD

(ferland; michelon, 1988); (2) the FSM problem with fixed costs only, denoted by

FSM-F (golden et al., 1984); (3) the FSM problem with dependent costs only, denoted

by FSM-D (taillard, e. d., 1999); (4) the HFFVRP with both fixed and dependent

costs, denoted by HFFVRP-FD (li; golden; wasil, 2007); and (5) the HFFVRP with

dependent costs only, denoted by HFFVRP-D (taillard, e. d., 1999).

3.2 Proposed method

The proposed method was built through the application of the MineReduce approach

in the multi-start iterated local search (MS-ILS) proposed by Penna, Subramanian, and

Ochi (2013) for the HFVRP. This section describes how the MineReduce elements have

been implemented in the proposed method, referred to as MR-MS-ILS.

In this proposal, solutions in the elite set are represented as sets of arcs. This rep-

resentation allows the application of the data mining procedure to extract maximal fre-

quent itemsets. As described in Section 3.1, each route in the HFVRP is represented
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by a pair (R,u), where R = (i1,i2,...,i|R|) is a list of vertices, ordered according to

the defined visiting sequence, and u is the type of vehicle assigned to the route. In

the adopted alternative representation, for each route (R,u), the list R is decomposed

into a set of arcs {(i1,i2),(i2, i3),...,(i|R|−1,i|R|)}. Then, the vehicle type u is assigned

to each arc in the set, resulting in a set in which each element is a pair composed

of an arc (ir,ir+1), r = 1,2,...,|R| − 1, in R and the vehicle type u, with the form

{((i1,i2),u),((i2, i3),u),...,((i|R|−1,i|R|),u)}. An arc must be present and associated with

the same vehicle type in a minimum number of solutions in the elite set to belong to a

pattern. Consequently, the patterns mined are formed of route segments, each one with

a vehicle type assigned.

In MR-MS-ILS, the Reduce step of MineReduce relies on the use of patterns mined

from the elite set to perform a vertex-based PSR procedure by merging customer vertices

that appear consecutively (in the same route segment) in a pattern into one customer

cluster vertex.

In a binary formulation of the HFVRP, decision variables are defined as: xk
ij = 1

if a vehicle of type k travels from customer i to customer j; and xk
ij = 0 otherwise.

Therefore, differently from the classic VRP, in this case, a vertex-based PSR procedure is

not equivalent to fixing values of decision variables. Instead, the original set of decision

variables is replaced with a smaller one (since the set of customers is reduced).

For using this strategy, it is necessary to extend the HFVRP model presented in

Section 3.1. Since it must be possible to represent a route segment as a customer vertex,

each customer i ∈ V must have an associated li value corresponding to the length of

the underlying route segment. This value is used to calculate the cost cui = liru, which

represents the variable cost for a vehicle of type u to traverse the route segment represented

by i, for each combination of a customer i ∈ V and a vehicle type u ∈ M . Customer

vertices of regular (non-reduced) instances and customer vertices of reduced instances that

are not customer cluster vertices have a length of 0. The cost of a route becomes, in this

extended model, the sum of the fixed cost of the vehicle associated with the route and the

variable costs associated with (i) the combination of the vehicle type and each traversed

arc and (ii) the combination of the vehicle type and each visited customer vertex.

Let G = (V,A) be a directed graph associated with an HFVRP instance and p a

pattern consisting of a set of route segments in that instance, each segment defined by a

pair (R′, u), where R′ = (i1, i2, ..., i|R′|). Let G∗ = (V ∗, A∗) be a directed graph associated

with a reduced version of the instance associated with G based on p. Such a reduced
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version can be obtained as follows. Initially, G∗ is defined as a copy of G. For each route

segment (R′, u) ∈ p, each of the customers in R′ is removed from G∗ – that is, the vertex

corresponding to the customer is removed from V ∗ and the arcs that connect that vertex

to the others are removed from A∗. Also, a customer cluster vertex iR′ corresponding to

the route segment is added to V ∗ and arcs connecting iR′ to the other vertices in V ∗ are

added to A∗. The demand for iR′ is given by qiR′ =
|R′|∑
r′=1

qir′ , that is, the sum of customer

demands in R′. The distance from each vertex i∗ ∈ V ∗ to iR′ is given by di∗iR′ = di∗i1 ,

that is, the distance from i∗ to i1 (the first customer in R′). The distance from iR′ to

each vertex i∗ ∈ V ∗ is given by diR′ i∗ = di|R′|i∗ , that is, the distance from i|R′| (the last

customer in R′) to i∗. Finally, the length of iR′ is given by liR′ =
|R′|−1∑
r′=1

dir′ ir′+1
, that is, the

sum of the distances between consecutive customers in R′.

3.3 Results summary

The 96 HFFVRP-FD benchmark instances introduced by Duhamel, Lacomme, and Prod-

hon (2010) have been used in the experimental analysis (four instances for tuning param-

eters and 92 for testing the algorithms). These instances are divided into four sets: Set

1, with 15 instances, each with fewer than 100 customers; Set 2, with 38 instances, each

with 100 to 150 customers; Set 3, with 31 instances, each with 151 to 200 customers; and

Set 4, with 12 instances, each with more than 200 customers.

Extensive computational experiments were conducted to compare the proposed MR-

MS-ILS, the original MS-ILS and its previous hybrid data mining version MDM-MS-ILS

(maia; plastino; penna, 2018), a state-of-the-art method for this problem. Table 1

summarizes the results from this comparison, presenting the numbers of wins/ties (the

number of instances for which a method achieved the best results) and the average per-

centage difference (APD) to the original MS-ILS for each instance set separately and for

all 92 instances (global).

The results show a clear superiority of MR-MS-ILS to the other two methods. It

achieved better solution quality for the vast majority of the instances and much faster

convergence for all of them. MR-MS-ILS attained better average costs for 83% of the

instances (65% with statistical significance) compared to the MS-ILS and better average

costs for 76% of the instances (64% with statistical significance) in comparison to the

MDM-MS-ILS. Suppose small instances (Set 1) – for which the three heuristics have

presented similar performance – are excluded from the comparison. In that case, the
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Table 1: Summarized results for the HFVRP (MR-MS-ILS vs MS-ILS and MDM-MS-ILS)
MS-ILS MDM-MS-ILS MR-MS-ILS

Best
Cost

Avg.
Cost

Avg.
Time

Best
Cost

Avg.
Cost

Avg.
Time

Best
Cost

Avg.
Cost

Avg.
Time

Set 1 Wins/Ties 10 7 - 13 7 - 13 6 14
APD −0.01% 0.00% −14.28% −0.01% 0.05% −63.72%

Set 2 Wins/Ties 12 3 - 11 8 - 29 26 37
APD −0.01% −0.04% −13.71% −0.15% −0.19% −65.09%

Set 3 Wins/Ties 1 - - 1 - - 29 30 30
APD −0.06% −0.01% −13.83% −0.39% −0.46% −57.01%

Set 4 Wins/Ties - - - - - - 11 11 11
APD −0.10% −0.03% −14.34% −0.56% −0.52% −53.24%

Global Wins/Ties 23 10 - 25 15 - 82 73 92
APD −0.04% −0.02% −13.91% −0.26% −0.28% −60.83%

superiority of MR-MS-ILS becomes even more evident: better average costs for 91% of

the instances (76% with statistical significance) in comparison to the MS-ILS and better

average costs for 86% of the instances (74% with statistical significance) in comparison

to the MDM-MS-ILS. Moreover, MR-MS-ILS found new best solutions for 22 instances.

Additionally, the results obtained by MR-MS-ILS were compared to the results re-

ported in the literature for two other state-of-the-art algorithms: HLS (kochetov;

khmelev, 2015) and HILS-RVRP (penna; subramanian; ochi, et al., 2019). Since

the results reported for these other methods were obtained on different machines, the

computational times have been adjusted according to the respective CPU performance

ratings retrieved from the PassMark CPU benchmarks1.

Table 2: Summarized results for the HFVRP (MR-MS-ILS vs HLS and HILS-RVRP)
HLS HILS-RVRP MR-MS-ILS

Best
Cost

Avg.
Cost

Avg.
Time

Best
Cost

Avg.
Cost

Avg.
Time

Best
Cost

Avg.
Cost

Avg.
Time

Set 1 Wins/Ties 5 6 1 13 6 10 10 6 3
APD −0.09% −0.09% −119.22% −0.08% −0.03% −89.85%

Set 2 Wins/Ties 7 5 - 26 21 37 19 11 -
APD −0.22% −0.21% −171.14% −0.19% −0.18% −140.31%

Set 3 Wins/Ties 2 3 - 16 7 29 13 20 1
APD −0.54% −0.32% −167.21% −0.51% −0.50% −147.24%

Set 4 Wins/Ties 1 1 - 4 2 10 6 8 1
APD −0.36% −0.22% −176.96% −0.53% −0.43% −156.42%

Global Wins/Ties 15 15 1 59 36 86 48 45 5
APD −0.32% −0.23% −162.46% −0.32% −0.30% −136.74%

HILS-RVRP and MR-MS-ILS have presented the best results regarding both solu-

tion quality and computational time. The APD values presented for these algorithms

are relative to HLS. Regarding solution quality, a balance is observed for the smallest

instances (Set 1), whereas HILS-RVRP has the best results for medium-size instances

(Set 2), and MR-MS-ILS presents the best results for the largest instances (Sets 3 and

4). Computational times reported for HILS-RVRP and MR-MS-ILS are much shorter
1As listed at https://www.cpubenchmark.net on March 27, 2020

https://www.cpubenchmark.net
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than those reported for HLS. Between HILS-RVRP and MR-MS-ILS, the former presents

shorter computational times. This comparison showed that MR-MS-ILS is competitive,

achieving superior performance for large instances.

To further inspect the behaviour of the new MineReduce-based method, additional

analyses were performed using instance 02 from Set 3 of Duhamel, Lacomme, and Prodhon

(2010).

Fig. 2 provides an evaluation of the solution costs obtained throughout the execution

of each method. The charts in the first row show, for each method, the solution costs

obtained per iteration in the generation and local search phases, whereas the second

row provides enlarged views focusing on the local search phase curve. In Fig. 3, the

charts exhibit the computational time spent in the generation and local search phases

per iteration. The dashed vertical lines indicate the iterations preceding a data mining

method run.

Table 6
Summary of the comparison of MineReduce to other state-of-the-art algorithms

HLS HILS-RVRP MineReduce

Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time

Set 1 # of wins 5 6 1 13 6 10 10 6 3
APD �0.09% �0.09% �119.22% �0.08% �0.03% �89.85%

Set 2 # of wins 7 5 – 26 21 37 19 11 –
APD �0.22% �0.21% �171.14% �0.19% �0.18% �140.31%

Set 3 # of wins 2 3 – 16 7 29 13 20 1
APD �0.54% �0.32% �167.21% �0.51% �0.50% �147.24%

Set 4 # of wins 1 1 – 4 2 10 6 8 1
APD �0.36% �0.22% �176.96% �0.53% �0.43% �156.42%

Global # of wins 15 15 1 59 36 86 48 45 5
APD �0.32% �0.23% �162.46% �0.32% �0.30% �136.74%

Fig. 3. Cost vs. iteration charts illustrating the behavior of MS-ILS, MDM-MS-ILS and MineReduce for instance 02 from Set 3 of Duhamel et al. over 400 iterations.

Fig. 4. Time vs. iteration charts illustrating the behavior of MS-ILS, MDM-MS-ILS and MineReduce for instance 02 from Set 3 of Duhamel et al. over 400 iterations.
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Figure 2: Cost vs. iteration charts illustrating the behavior of MS-ILS, MDM-MS-ILS
and MR-MS-ILS (MineReduce) for instance 02 from Set 3 of Duhamel, Lacomme, and
Prodhon (2010). Source: (maia; plastino; penna, 2020, p. 11).

In Fig. 2, the charts in the first row show that the reduction in the costs of the

solutions generated by MR-MS-ILS after data mining is much more expressive than that

observed for MDM-MS-ILS. The enlarged views in the second row show that the costs of

generated solutions fall to a level even lower than that of the costs of solutions discovered
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Table 6
Summary of the comparison of MineReduce to other state-of-the-art algorithms

HLS HILS-RVRP MineReduce

Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time

Set 1 # of wins 5 6 1 13 6 10 10 6 3
APD �0.09% �0.09% �119.22% �0.08% �0.03% �89.85%

Set 2 # of wins 7 5 – 26 21 37 19 11 –
APD �0.22% �0.21% �171.14% �0.19% �0.18% �140.31%

Set 3 # of wins 2 3 – 16 7 29 13 20 1
APD �0.54% �0.32% �167.21% �0.51% �0.50% �147.24%

Set 4 # of wins 1 1 – 4 2 10 6 8 1
APD �0.36% �0.22% �176.96% �0.53% �0.43% �156.42%

Global # of wins 15 15 1 59 36 86 48 45 5
APD �0.32% �0.23% �162.46% �0.32% �0.30% �136.74%

Fig. 3. Cost vs. iteration charts illustrating the behavior of MS-ILS, MDM-MS-ILS and MineReduce for instance 02 from Set 3 of Duhamel et al. over 400 iterations.

Fig. 4. Time vs. iteration charts illustrating the behavior of MS-ILS, MDM-MS-ILS and MineReduce for instance 02 from Set 3 of Duhamel et al. over 400 iterations.
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Figure 3: Time vs. iteration charts illustrating the behavior of MS-ILS, MDM-MS-ILS
and MR-MS-ILS (MineReduce) for instance 02 from Set 3 of Duhamel, Lacomme, and
Prodhon (2010). Source: (maia; plastino; penna, 2020, p. 11).

through the local search in previous iterations, and the local search finds even better

solutions after each run of the data mining procedure.

On the other hand, as shown in the last chart of Fig. 3, the computational time spent

in the generation phase – which is close to zero in the first iterations – increases after the

first run of the data mining procedure. This increase is due to the execution of the problem

size reduction process, which includes a local search on a reduced version of the problem

instance. However, the increase in time spent in the generation phase is compensated by

an expressive reduction in time spent in the local search phase. After data mining, the

combined time spent in the generation and local search phases per iteration is significantly

reduced.

The overall reduction in computational time can be explained by the fact that MineRe-

duce shrinks the problem instance and, consequently, the search space. Therefore, the

first local search (embedded in MineReduce’s generation phase, over the reduced instance)

performs a much smaller number of movement evaluations. Afterwards, the second local

search (actual local search phase, over the original instance) starts from a higher-quality

solution, so it converges faster as well.

In MR-MS-ILS, as the charts show, the reduction of solution costs and computational

time is intensified after each execution of the data mining procedure, reaching very low

levels in the last iterations, which explains the superiority demonstrated by the results of

the experiments presented in Tables 1 and 2.
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One last experiment was conducted to assess convergence speed based on time-to-

target (TTT) plots (aiex; resende; ribeiro, 2007). A TTT plot displays, on the

ordinate axis, the probability that an algorithm will discover a solution at least as good

as a given target within a given running time, which is shown on the abscissa axis. In this

experiment, each method was run 100 times, with 100 different random seeds, targeting

a solution cost ≤ 11780. The obtained chart is shown in Fig. 4.

the last iterations, which explains the superiority demonstrated by
the results of the experiments presented in Section 5.2. In this
experiment, a new best solution to instance 02 of Duhamel et al.,
with a cost of 11660.12, was discovered by MineReduce at the
264th iteration.

The second experiment focused on the generation and evalua-
tion of time-to-target (TTT) plots (Aiex et al., 2007). A TTT plot dis-
plays, on the ordinate axis, the probability that an algorithm will
discover a solution at least as good as a given target cost within
a given running time, which is shown on the abscissa axis. In this
experiment, each heuristic was run 100 times, with 100 distinct
random seeds, targeting a solution with a cost lower than or equal
to 11780. The chart obtained is shown in Fig. 5.

The chart shows that MineReduce outperforms the other
heuristics. It is possible to observe that the probability that the tar-
get will be reached within 200 s, for example, is approximately 97%
for MineReduce, 76% for MDM-MS-ILS, and 67% for MS-ILS.

The analysis of the charts presented in Figs. 3–5 clearly illus-
trates the influence of the MineReduce approach in the behavior
of the heuristics. As expected, this behavior causes a performance
improvement, regarding both the quality of solutions found and
the computational time spent.

6. Conclusion

Previous work that explored data science in combinatorial opti-
mization produced highly significant results by applying patterns
(found by data mining procedures) to guide the construction of ini-
tial solutions.

This work presents an approach that uses mined patterns to
perform problem size reduction. The MineReduce approach was
applied to extend a previous and state-of-the-art heuristic for the
HFVRP (Penna et al., 2013a). The new hybrid heuristic obtained,
named MineReduce-MS-ILS, produced significantly better results
in terms of both solution quality and computational time when
compared to the original heuristic and a previous hybrid version
with data mining.

We carried out experiments on the 96 HFVRP benchmark
instances from the sets of Duhamel et al. (2010) (four reserved
for parameter tuning). The results attained show that the proposed
approach is very promising, as the MineReduce-based heuristic
reached the best average solution costs and computational times
for most instances. Moreover, it obtained new upper bounds for
22 instances.

The proposed heuristic presented better performances than the
MS-ILS heuristic and a previous hybrid version with data mining
(MDM-MS-ILS). MineReduce attained better average costs for 83%

of the instances (65% with statistical significance) in comparison
to the MS-ILS and better average costs for 76% of the instances
(64% with statistical significance) in comparison to the MDM-
MS-ILS. If small instances (Set 1) – for which the three heuristics
have presented similar performance – are excluded from the com-
parison, then the superiority of MineReduce is clearer revealed:
better average costs for 91% of the instances (76% with statistical
significance) in comparison to the MS-ILS and better average costs
for 86% of the instances (74% with statistical significance) in com-
parison to the MDM-MS-ILS.

Furthermore, we have compared the results obtained by MineR-
educe in our experiments to those reported in the literature for two
other state-of-the-art algorithms: HLS, presented by Kochetov and
Khmelev (2015); and HILS-RVRP, presented by Penna et al. (2019).
This comparison showed that MineReduce is very competitive,
especially for large instances.

The reported results are evidence that heuristics based on
MineReduce can generate initial solutions of better quality. There-
fore, a significant improvement in the quality of solutions obtained
throughout the local search phase is observed as well. Additionally,
a consistent reduction of the convergence time of the local search
phase is also noticed. Therefore, the proposed MineReduce
approach shall be further studied and explored in future work,
including its application to other heuristics and other optimization
problems.
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Appendix A. Detailed comparison of MineReduce to other state-
of-the-art algorithms

This appendix presents a detailed comparison of the results
obtained by MineReduce in our experiments to the results reported

Fig. 5. TTT plots comparing all heuristics for instance 02 from Set 3 of Duhamel et al. (2010).
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Figure 4: TTT plots comparing all methods for instance 02 from Set 3 of Duhamel,
Lacomme, and Prodhon (2010). Source: (maia; plastino; penna, 2020, p. 12).

The chart shows that MR-MS-ILS converges faster than the other methods. It is

possible to observe that the probability that the target will be reached within 200 seconds,

for example, is approximately 97% for MR-MS-ILS, 76% for MDM-MS-ILS, and 67% for

MS-ILS.

The analyses of the charts presented in Figs. 2, 3 and 4 clearly illustrate the influ-

ence of the MineReduce approach in the behavior of metaheuristics. As expected, this

behaviour leads to solution quality improvement and convergence speedup.



4 MineReduce application to the
Minimum Weighted Vertex Cover
Problem

This chapter summarizes the results obtained by applying the MineReduce approach to

the Minimum Weighted Vertex Cover Problem (MWVCP). A MineReduced-based multi-

start iterated tabu search method was proposed for this problem in (maia; plastino;

souza, 2020), a paper published in the proceedings of the 2020 edition of the International

Conference on Optimization and Learning. Additionally, an extended version of that

paper, presented in Appendix B, is currently under review in Applied Soft Computing.

Section 4.1 describes the MWVCP, Section 4.2 describes how the MineReduce elements

have been implemented in the proposed method, and Section 4.3 reports a summary of

the obtained results.

4.1 Problem definition

The Minimum Weighted Vertex Cover Problem (MWVCP) is a well-known combinatorial

optimization problem. Given an undirected graph where each vertex has a positive weight,

MWVCP aims at finding a subset of the vertices covering all edges of the graph (a vertex

cover) with the minimum total weight.

It is a generalization of the classical vertex cover problem (VCP), which lies in the

roots of the NP-completeness theory as one of Karp’s 21 NP-complete problems (karp,

1972). The VCP is also central in the parameterized complexity theory (fellows et al.,

2018), and the integer variant of the MWVCP (where the weights are positive integers)

is known to be fixed-parameter tractable as well (niedermeier; rossmanith, 2003).

Beyond its theoretical interest, the MWVCP has many practical applications. For

instance, graphs are naturally well-suited for modelling transportation networks. Vertices

can represent locations of interest (such as cities or road intersections, for instance),
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each edge can represent a link between two locations (such as a road or a rail line, for

instance), and the weights of the vertices can represent costs (or other valuation attributes)

associated to the respective locations. In such a scenario, minimum weighted vertex

covers can be helpful in many real-world applications, which include the identification of

critical nodes (bazgan; toubaline; tuza, 2011), the placement of charging stations for

electric vehicles (funke; nusser; storandt, 2015), and the placement of monitoring

devices (gusev, 2020).

4.2 Proposed method

The proposed method was built through the application of the MineReduce approach in

the multi-start iterated tabu search (MS-ITS) proposed by Zhou et al. (2016), a state-of-

the-art method for the MWVCP. This section describes how the MineReduce elements

have been implemented in the proposed method, referred to as MR-MS-ITS.

Each mined pattern is a set of vertices considered likely to be part of an optimal

solution. The PSR is accomplished by deleting the vertices that are part of a mined

pattern (assuming they are part of the solution) and then deleting the remaining isolated

vertices (which, in turn, cannot be part of the solution).

The representation of solutions and patterns for this problem is straightforward, and

so is the reduction process, which produces a graph that perfectly matches the original

problem formulation. Therefore, no additional adaptations to the model are necessary.

4.3 Results summary

The standard MWVCP benchmark instances introduced by Shyu, Yin, and Lin (2004)

were used in the experimental analysis. Each instance consists of an undirected and

vertex-weighted graph with n vertices and m edges. These instances are divided into

three sets: SPI, with 400 small-scale instances (n between 10 and 25, m between 10 and

200); MPI, with 710 middle-scale instances (n between 50 and 300, m between 50 and

5000); and LPI, with 15 large-scale instances (n between 500 and 1000, m between 500

and 20000).

Furthermore, sets SPI and MPI are subdivided into two types of instances. In in-

stances of Type I, weights and degrees of vertices are not interrelated, whereas, in in-

stances of Type II, they are (the weight w(i) on vertex i is randomly distributed over the
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interval [1, d(i)2], where d(i) is the degree of vertex i, 1 ≤ i ≤ n). All instances in the LPI

set are of Type I.

There are ten instances of each type in the SPI and MPI sets for each combination of

n and m, whereas there is only one instance for each combination in the LPI set. Each

heuristic was run 30 times for each instance. Like in previous state-of-the-art studies

(shyu; yin; lin, 2004; jovanovic; tuba, 2011; bouamama; blum; boukerram,

2012; zhou et al., 2016), results were averaged over all runs for each combination of n

and m.

Extensive computational experiments were conducted to compare MR-MS-ITS and

the original MS-ITS. Table 3 summarizes the results from this comparison, presenting the

numbers of wins/ties (the number of cases for which a method achieved the best results)

and the average percentage difference (APD) to the original MS-ITS for MPI and LPI

sets separately and for all of them together (global). Results for the SPI sets are not

presented since both methods obtained optimal solutions for all of their instances in less

than 0.2s on average.

Table 3: Summarized results for the MWVCP
MS-ITS MR-MS-ITS

Best
Cost

Avg.
Cost

Avg.
Time

Best
Cost

Avg.
Cost

Avg.
Time

Set MPI (Type I) Wins/Ties n/a 13 5 n/a 39 34
APD n/a −0.020% −8.475%

Set MPI (Type II) Wins/Ties n/a 24 10 n/a 32 22
APD n/a −0.003% −7.808%

Set LPI Wins/Ties 2 - 2 14 15 13
APD −0.304% −0.588% −5.723%

Global Wins/Ties 2 37 17 14 86 69
APD −0.304% −0.113% −7.747%

The results show a clear superiority of MR-MS-ITS to MS-ITS. It achieved equal

or better average solution costs in all cases and faster convergence in most cases. The

average cost improvements obtained by MR-MS-ITS were statistically significant for 94

out of the 390 MPI instances of Type I, 18 out of the 320 MPI instances of Type II, and

all 15 LPI instances.

To further inspect the behaviour of the new MineReduce-based method, additional

analyses were performed using instance vc_800_2000 from the LPI set of Shyu, Yin, and

Lin (2004).

Fig. 5 provides an evaluation of the solution costs obtained throughout the execution

of each method. The charts in the first row show, for each method, the solution costs
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obtained per iteration in the generation and local search phases, whereas the second row

provides enlarged views focusing on the local search phase curve.
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Figure 2: Cost vs. iteration charts illustrating the behavior of MS-ITS and MineReduce over 1000 iterations (on instance

vc 800 2000)
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Figure 3: TTT plots comparing MS-ITS and MineReduce (on instance vc 800 2000, with target cost 31660)

Rule MWVCP-1: If G contains an isolated vertex v, then delete v from G. The new instance is

(G− v, k).

Rule MWVCP-2: If there is a vertex v such that w(N(v)) > k, then delete v (and its incident edges)

from G, and decrement k by w(v). The new instance is (G− v, k − w(v)).240
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Figure 5: Cost vs. iteration charts illustrating the behavior of MS-ITS and MR-MS-ITS
(MineReduce) for instance vc_800_2000 from the LPI set of Shyu, Yin, and Lin (2004).

The decrease in the costs of solutions generated by MR-MS-ITS after data mining is

expressive. The charts in the second row show that the costs obtained in the generation

phase are even lower than those of solutions found in the local search phase of previous

iterations, and even better solutions are found after each data mining run. Furthermore,

it can be noticed that the solutions generated by MR-MS-ITS achieved a level of quality

that the local search could not improve in most iterations, which is evidenced by the

overlapping curves. The explanation is that these initial solutions, which were local

optima for the reduced instances, were also local optima for the original instance.

Another experiment was conducted to assess convergence speed based on time-to-

target (TTT) plots (aiex; resende; ribeiro, 2007). The target cost used was 31660.

The obtained chart is shown in Fig. 6. The chart shows that MR-MS-ITS converges much

faster than MS-ITS. The probability that the target will be reached within 40 seconds,

for example, is nearly 100% for MR-MS-ITS and about 46% for MS-ITS.

Additionally, MineReduce has been compared to a kernelization algorithm to assess its

problem size reduction (PSR) effectiveness. Kernelization is an exact method based on the
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Rule MWVCP-2: If there is a vertex v such that w(N(v)) > k, then delete v (and its incident edges)
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Figure 6: TTT plots comparing MS-ITS and MR-MS-ITS (MineReduce) for instance
vc_800_2000 from the LPI set of Shyu, Yin, and Lin (2004).

parameterized complexity theory (downey; fellows, 1999) for reducing in polynomial

time a problem instance to a kernel based on the application of a set of reduction rules.

A kernel can be regarded as an equivalent version of the original instance with a size

bounded by a function of a parameter (which represents an aspect of the problem), and

an optimal solution for the original instance can be straightforwardly derived from an

optimal solution for the kernel.

The kernelization algorithm used in this comparison was obtained through an adapta-

tion of a kernelization algorithm for the vertex cover problem described in (cygan et al.,

2015). Let (G, k) be a parameterized instance of MWVCP, where the parameter k is

an upper bound on the optimal solution value for the weighted input graph G. In the

following reduction rules, N(v) denotes the neighbourhood of vertex v, w(v) denotes the

weight of vertex v, w(S) denotes the total weight of all vertices in S, and µ(G) denotes

the minimum vertex weight of G.

Rule MWVCP-1: If G contains an isolated vertex v, then delete v from G. The

new instance is (G− v, k).

Rule MWVCP-2: If there is a vertex v such that w(N(v)) > k, then delete v (and

its incident edges) from G, and decrement k by w(v). The new instance is (G−v, k−w(v)).

The algorithm repeatedly applies rules MWVCP-1 and MWVCP-2 until neither of

their conditions is satisfied. This process completely removes the vertices of degree 0

(which are certainly out of an optimal solution) and those with a neighbourhood of total

weight at least k + 1 (part of an optimal solution). This algorithm produces a kernel of

the original instance with at most (k/µ(G))2 + k/µ(G) vertices and (k/µ(G))2 edges.
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A methodology to experimentally evaluate and compare PSR techniques was formu-

lated. An alternative interpretation for PSR (kernelization being regarded as a special

kind of PSR) has been proposed to define suitable metrics for this assessment. PSR

can be regarded as a binary classification problem in which the objective is to analyze

each substructure of a problem instance and determine whether it must be part of an

optimal solution. The substructures classified by a PSR method are removed from the

instance, whereas the remaining substructures (those the PSR method cannot classify)

compose the reduced instance. Given this interpretation, assessment metrics for classifi-

cation problems (tharwat, 2021) can be used to evaluate PSR methods experimentally.

We can refer to “in solution” as the positive class and to “out of solution” as the

negative class. Then, for a given optimal solution, there are five possible outputs for

each choice made: true positive (TP) is an element that is part of the solution and is

correctly classified; false positive (FP) is an element that is not part of the solution but

is misclassified; true negative (TN) is an element that is not part of the solution and is

correctly classified; false negative (FN) is an element that is part of the solution but is

misclassified; and non-classified (NC) is an element that cannot be classified by the PSR

method (and, hence, is part of the reduced instance).

A false positive in this context causes any solution obtained from the reduced instance

to be non-optimal. Therefore, the precision of a PSR outcome (reduced instance) is related

to its capacity to output an optimal solution. On the other hand, the recall of a PSR

outcome is related to the degree of size reduction it represents regarding the original

instance. Finally, the F-measure combines precision and recall in one score that indicates

the overall quality of a PSR outcome.

MineReduce and the kernelization algorithm have been evaluated regarding precision,

recall and F-measure. The values for these metrics vary between 0 and 1, where 1 is the

optimal value.

For this experiment, the instances of the SPI set (the only ones with known optimal

solutions) were used. Since MineReduce can produce more than one reduced instance

for each original instance (one for each mined pattern), two values of each metric were

computed for it. One (labelled “best”) takes only the best-score reduction into account,

and the other (labelled “avg.”) is the average value of all reductions.

The charts in Fig. 7 and Fig. 8 present the average measures for instances of Type

I and II, respectively. They show MineReduce achieves optimal precision in most cases,

and its overall average precision is over 0.990, almost the optimum value.
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Figure 5: Average PSR assessment measures for Set SPI (Type II)

These results show that, although MineReduce is a heuristic method, it has achieved an average precision

almost equal to that of the kernelization algorithm while fixing significantly more elements in the solution

(higher recall).

6. Conclusion310

Our experimental results, using the MWVCP, reinforce the effectiveness of the MineReduce approach,

showing that it obtains better solutions within less computational time. While both MineReduce and the

original MS-ITS heuristic presented equivalent performances for the smallest instances, MineReduce was

dominantly superior for the largest ones.

For the medium-scale instances set (MPI), MineReduce obtained better results in 41% of the cases and315

the same results in the other 59%, with shorter computational times in 79% of the cases. For the large-scale

instances set (LPI), MineReduce overcame the original MS-ITS heuristic regarding average objective values

for all instances, with shorter computational times in 87% of the cases.
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These results show that, although MineReduce is a heuristic method, it has achieved an average precision

almost equal to that of the kernelization algorithm while fixing significantly more elements in the solution

(higher recall).

6. Conclusion310

Our experimental results, using the MWVCP, reinforce the effectiveness of the MineReduce approach,

showing that it obtains better solutions within less computational time. While both MineReduce and the

original MS-ITS heuristic presented equivalent performances for the smallest instances, MineReduce was

dominantly superior for the largest ones.

For the medium-scale instances set (MPI), MineReduce obtained better results in 41% of the cases and315

the same results in the other 59%, with shorter computational times in 79% of the cases. For the large-scale

instances set (LPI), MineReduce overcame the original MS-ITS heuristic regarding average objective values

for all instances, with shorter computational times in 87% of the cases.
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Figure 8: Average PSR assessment measures for Set SPI (Type II)

Also, regarding the recall, MineReduce performed generally better than the kernel-

ization algorithm. For Type I instances, the kernelization algorithm achieved an overall

average of 0.285, whereas MineReduce achieved 0.471 (avg.) and 0.532 (best). For Type II

instances, the kernelization algorithm achieved an average of 0.377, whereas MineReduce

achieved 0.459 (avg.) and 0.517 (best).

Therefore, MineReduce also obtained significantly higher F-scores than the kernel-

ization algorithm. For Type I instances, the kernelization algorithm obtained an overall

average of 0.318, whereas MineReduce achieved 0.598 (avg.) and 0.656 (best). For Type II

instances, the kernelization algorithm achieved an average of 0.416, whereas MineReduce

achieved 0.583 (avg.) and 0.640 (best).

Although MineReduce is a heuristic method, these results show that it has achieved

an average precision almost equal to that of the kernelization algorithm while fixing sig-

nificantly more elements in the solution (higher recall).



5 MineReduce application to the
Multi-Source Capacitated Facility
Location Problem with Customer
Incompatibilities

This chapter summarizes the results obtained by applying the MineReduce approach to

the Multi-Source Capacitated Facility Location Problem with Customer Incompatibilities

(MS-CFLP-CI). The MS-CFLP-CI is a new variant of the Capacitated Facility Location

Problem proposed in the MESS 2020+1 Metaheuristics Competition1. A MineReduced-

based multi-start iterated local search method was proposed for this problem and ranked

first in the competition. This method is described in a paper co-authored by the compe-

tition’s organizers and the members of its top-3 finalist teams, which is currently under

review in Soft Computing. The paper, presented in Appendix C, introduces the problem,

describes and compares the competing methods. Section 5.1 describes the MS-CFLP-

CI, Section 5.2 describes how the MineReduce elements have been implemented in the

proposed method, and Section 5.3 reports a summary of the obtained results.

5.1 Problem definition

Let J = {1, . . . ,J} be a set of facilities such that each facility j ∈ J has a capacity

sj and an opening cost fj, and let I = {1, . . . ,I} be a set of customers such that each

customer i has a demand of quantity of goods di to be completely satisfied by one or more

facilities. The shipping cost cij is the cost per unit of transporting goods from facility j

to customer i. Finally, a set Γ of pairs of incompatible customers is defined.

The problem consists in defining the number of goods moved from each facility j ∈ J
to each customer i ∈ I to minimize the sum of the cost of opening facilities and the cost

to ship the goods from the facilities to the customers. The constraints are the following:
1https://www.ants-lab.it/mess2020/#competition

https://www.ants-lab.it/mess2020/#competition
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• The total quantity of goods taken from an open facility cannot exceed its capacity;

• The total quantity of goods supplied to a customer must be exactly equal to its

demand;

• The same facility cannot supply two incompatible customers.

5.2 Proposed method

This section describes how the MineReduce elements have been implemented in the pro-

posed method, a MineReduce-based Multi-Start ILS (MR-MS-ILS).

The mined patterns are frequent sets of pairs ⟨i,j⟩, i.e., sets of customer-facility as-

signments that are frequent in solutions of the elite set E. After these frequent itemsets

are mined, their assignments are filled with the corresponding minimum quantities in E,

i.e., for each pair ⟨i,j⟩ in a frequent itemset, a supplied quantity q is set, which corre-

sponds to the minimum positive supplied quantity for that pair among all solutions in E.

Therefore, each final pattern is a set of assignments ⟨i,j,q⟩.

Patterns are used to reduce the size of the problem instance based on the assumption

that their elements shall be part of the solution. In the particular case of reducing this

problem, an extension to the problem formulation is needed. We introduce incompatibili-

ties between customers and facilities, represented by a set Γ′, such that for each ⟨i,j⟩ ∈ Γ′,

i cannot be supplied by j. Hence, an additional set of constraints is introduced:

• A customer cannot be supplied by an incompatible facility.

The reduction process works as follows. Given a problem instance P and a pattern

p, the reduced instance P ′ is initialized as a copy of P . Then, for each assignment ⟨i,j,q⟩
in p, the following changes are applied to P ′: (i) decrease both sj and di by q; (ii) set

fj = 0; and (iii) for each customer i′ incompatible with i (from Γ), add a pair ⟨i′,j⟩ to Γ′.

As a consequence, the domain of each xij variable will be reduced, and the additional

constraints will fix the values of many other decision variables, effectively reducing the

problem instance size.



5.3 Results summary 37

5.3 Results summary

Four methods have been compared: the MineReduce-based Multi-Start ILS (MR-MS-

ILS), proposed by this thesis’ author; a Greedy Randomized Adaptive Search Procedure

(GRASP) and a Permutation Coded Evolutionary Algorithm (PcEA), proposed by other

competing teams; and a Multistart Greedy (MG) algorithm, proposed by the competition

organizers.

The methods have been tested on artificial instances created for the competition.

Instances have been partitioned into two sets: a training set with 20 instances, which was

publicly available since the competition started so the competitors could use it for tuning

their algorithms; and a validation set with ten instances, which was kept hidden during

the competition as it was used for defining the final ranking.

The comparisons are based on the best solution found by each method in a given

timeout (t). Two different timeouts are used based on the number of facilities J in the

problem instance. The first is the one proposed for the competition, which grants 10
√
J

seconds for solving each instance, whereas the second one grants J seconds per instance.

Tables 4 and 5 summarize the results for the first and the second timeouts, respectively,

presenting the numbers of wins (the number of instances for which a method achieved the

best results) and the average percentage difference (APD) to PcEA for the training and

validation sets separately and for all of them together (global).

Table 4: Summarized results for the MS-CFLP-CI (t = 10
√
J)

PcEA GRASP MG MR-MS-ILS
Best
Cost

Avg.
Cost

Best
Cost

Avg.
Cost

Best
Cost

Avg.
Cost

Best
Cost

Avg.
Cost

Train. Set Wins - - 3 3 2 2 15 15
APD −76.79% −78.09% −76.78% −78.24% −80.21% −81.58%

Valid. Set Wins - - 1 1 3 3 6 6
APD −76.77% −77.64% −77.14% −78.08% −80.34% −81.24%

Global Wins - - 4 4 5 5 21 21
APD −76.79% −77.94% −76.90% −78.19% −80.25% −81.46%

Additionally, Table 6 shows the average ranks throughout all runs (10 × 4) upon all

instances for each combination of dataset and timeout, which was the criteria adopted in

the competition for ranking the methods. Note that if a method had been better than all

others in all runs, it would have obtained ranks 1, 2, . . . , 10 for its ten runs, resulting in

an average rank of 5.5 (the average of numbers 1, 2, . . . , 10).

The results show that MR-MS-ILS is indisputably superior to the other methods.
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Table 5: Summarized results for the MS-CFLP-CI (t = J)
PcEA GRASP MG MR-MS-ILS

Best
Cost

Avg.
Cost

Best
Cost

Avg.
Cost

Best
Cost

Avg.
Cost

Best
Cost

Avg.
Cost

Train. Set Wins - - 3 3 1 2 16 15
APD −76.71% −77.82% −76.56% −77.82% −80.18% −81.35%

Valid. Set Wins - - 1 1 2 2 7 7
APD −76.63% −77.69% −76.73% −77.92% −80.36% −81.37%

Global Wins - - 4 4 3 4 23 22
APD −76.68% −77.78% −76.62% −77.86% −80.24% −81.35%

Table 6: Average ranks obtained by the methods
Train. Set Valid. Set

t = 10
√
J t = J t = 10

√
J t = J

MR-MS-ILS 8.3 7.7 9.2 8.7
MG 17.7 18.4 16.4 16.9
GRASP 20.5 20.4 20.9 20.8
PcEA 35.5 35.5 35.5 35.5

It achieved better solution quality for the vast majority of the instances and far better

average ranks, establishing best known solutions for 23 out of the 30 instances in the

proposed benchmark set.

During the development of the proposed method, experiments comparing MR-MS-ILS

to a version of it with the MineReduce-based components disabled (MS-ILS) were con-

ducted to measure the effect of the MineReduce approach – using the training set instances

with t = 10
√
J . Table 7 summarizes the results obtained in this comparison, showing that

the MineReduce approach significantly improves the baseline method’s performance.

Table 7: Summarized results for the MS-CFLP-CI (MR-MS-ILS vs MS-ILS)
MS-ILS MR-MS-ILS

Best
Cost

Avg.
Cost

Best
Cost

Avg.
Cost

Wins - - 19 20
APD −2.42% −2.46%



6 MineReduce application to the
Minimum Latency Problem

This chapter summarizes the results obtained by applying the MineReduce approach to

the Minimum Latency Problem (MLP). A MineReduced-based version of a hybrid method

that combines components of GRASP, ILS and RVND was proposed for this problem in a

paper submitted to the 14th edition of the Metaheuristics International Conference and

presented in Appendix D. Section 6.1 describes the MLP, Section 6.2 describes how the

MineReduce elements have been implemented in the proposed method, and Section 6.3

reports a summary of the obtained results.

6.1 Problem definition

The MLP is a variant of the well-known travelling salesperson problem (TSP) where the

objective is to minimize the sum of arrival times at vertices in a Hamiltonian cycle. It can

model several real-world applications like: distribution logistics, machine scheduling, and

disaster relief (fischetti; laporte; martello, 1993; blum, a. et al., 1994; campbell;

vandenbussche; hermann, 2008).

Let G = (V,A) be a directed graph, where V = {0,1,...,n} is a set composed of n+ 1

vertices and A = {(i,j) : i,j ∈ V, i ̸= j} is the set of arcs. Vertex 0 is the depot from where

the salesperson departs, whereas the set V ′ = V \{0} consists of the remaining vertices

representing the n customers. For each arc (i,j) ∈ A, there is an associated travel time

tij. The aim is to find a Hamiltonian cycle (i0,i1,...,in+1) in G, where i0 = in+1 = 0 (i.e.,

the cycle starts and ends at the depot), that minimizes the sum of arrival times, given by
∑n+1

k=1 l(ik), where l(ik) =
∑k−1

m=0 timim+1 represents the latency of vertex ik (i.e., the total

travel time to reach ik).
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6.2 Proposed method

The proposed method was built through the application of the MineReduce approach in

the MDM-GILS-RVND algorithm, a state-of-the-art method for the MLP proposed by

Santana, Plastino, and Rosseti (2022). MDM-GILS-RVND is the result of the incorpora-

tion of data mining into a hybrid method that combines components of GRASP, ILS and

RVND (GILS-RVND), proposed by M. M. Silva et al. (2012). This section describes how

the MineReduce elements have been implemented in the proposed method, referred to as

MR-GILS-RVND.

One key aspect of MDM-GILS-RVND is a move evaluation procedure inherited from

GILS-RVND. It consists of a framework that uses preprocessed data structures to compute

costs of neighbor solutions in constant amortized time operations (vidal et al., 2011;

kindervater; savelsbergh, 2018). In practice, three data structures are used to store

the partial costs of each subsequence of vertices of a local minimum solution, where

the cost of every neighbor solution is reached by computing their partial costs on a “by

concatenation” fashion. These data structures and the concatenation process are described

as follows:

• The duration T (σ) of a sequence σ, which is the total travel time to perform the

visits in the sequence.

• The cost C(σ) to perform a sequence σ, when starting at time 0.

• The delay W (σ) associated with a sequence σ, which is the number of customers

visited in the sequence.

Let T (i), C(i) and W (i) denote the values of the re-optimization data structures

corresponding to a subsequence with only a single vertex i. In this case: T (i) = 0 and

C(i) = 0 since there is no travel time; and W (i) = 1 if i is a customer, otherwise W (i) = 0.

These values can be computed on larger subsequences by induction on the concatenation

operator ⊕ as follows. Let σ = (σu, . . . ,σv) and σ′ = (σ′
w, . . . ,σ

′
x) be two subsequences.

The subsequence σ ⊕ σ′ = (σu, . . . ,σv,σ
′
w, . . . ,σ

′
x) is characterized by the following values:

• T (σ ⊕ σ′) = T (σ) + tσvσ′
w
+ T (σ′)

• C(σ ⊕ σ′) = C(σ) +max(W (σ′), 1)(T (σ) + tσvσ′
w
) + C(σ′)

• W (σ ⊕ σ′) = W (σ) +W (σ′)
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The reduction process adopted for this problem is similar to the one adopted for the

HFVRP (see Section 3.2). In this case, a mined pattern is a set of subsequences of cus-

tomers. These subsequences can be contracted by replacing all vertices in a subsequence

with a single vertex.

Let G = (V,A) be a directed graph associated with an MLP instance and p a pattern

consisting of a set of subsequences of customer vertices in that instance. Let G∗ = (V ∗, A∗)

be a directed graph associated with the corresponding reduced instance based on p. Such

a reduced version can be obtained as follows. Initially, G∗ is defined as a copy of G. For

each subsequence σ = (i1, i2, ..., i|σ|) ∈ p selected to be contracted, each of the customers

in σ is removed from G∗ – that is, the vertex corresponding to the customer is removed

from V ∗ and the arcs that connect that vertex to the others are removed from A∗. Then,

a customer vertex iσ corresponding to the subsequence is added to V ∗ and arcs connecting

iσ to the other vertices in V ∗ are added to A∗. The travel time from each vertex i∗ ∈ V ∗

to iσ is given by ti∗iσ = ti∗i1 , that is, the travel time from i∗ to i1 (the first customer in

σ). The travel time from iσ to each vertex i∗ ∈ V ∗ is given by tiσi∗ = ti|σ|i∗ , that is, the

travel time from i|σ| (the last customer in σ) to i∗.

The values in the “by concatenation” framework structures for a subsequence with

only the single vertex iσ are defined as T (iσ) = T (σ), C(iσ) = C(σ) and W (iσ) = W (σ).

In this implementation, all subsequences in a pattern are sorted in decreasing length

(number of traversed arcs) order. Then, they are contracted from the longest to the short-

est until a portion γ (a parameter) of all pattern’s arcs has been used. The adoption of this

strategy was motivated by preliminary tests showing that the mined patterns contained

too many arcs, producing reduced instances that were too small. Hence, after expanding

solutions found for the reduced instances, a considerable effort was still necessary for the

local search on the original instance. Using only a portion of the arcs in a pattern adds

control to the reduction factor. Finally, longer subsequences have been favoured because

they are less likely to occur than short subsequences given the same minimum support.

Therefore, they represent more robust and relevant portions of the patterns.

6.3 Results summary

In the experimental analysis, 56 TSP benchmark instances with 120 to 1379 customers

from TSPLIB (reinelt, 1991) were used. They have been split into a training set,

with 12 instances used for parameter tuning, and a validation set, with the remaining 44
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instances used for evaluation only. Extensive computational experiments were conducted

to compare MR-GILS-RVND and the original MDM-GILS-RVND.

Table 8 summarizes the results obtained in the experiments using the instances in

the validation set. MDM-GILS-RVND and MR-GILS-RVND are compared regarding the

numbers of wins in best cost, average cost and average CPU running time, the number of

new best solutions found, and the summed number of best known solutions (BKS) and

new best solutions found.

Table 8: Results summary (all validation instances)

MDM-GILS-RVND MR-GILS-RVND
Wins Best Cost 4 6
Wins Avg. Cost 12 18
Wins Avg. Time 25 19
New best - 5
Nb BKS + new best 37 39

The comparison on all 44 benchmark instances shows that MR-GILS-RVND over-

comes MDM-GILS-RVND regarding solution quality, obtaining better solutions for most

instances. Furthermore, MR-GILS-RVND found new best solutions for five instances.

On the other hand, MDM-GILS-RVND obtained more wins in average time. This

can be explained by the fact that all 15 instances with n ≤ 195 are in the validation

set. These small instances are easier than the others, and all of them have been solved

optimally by exact methods. The original MDM-GILS-RVND finds their optimal solutions

in a few seconds. Thus, the slight computational overhead introduced by applying the size

reduction process in MR-GILS-RVND is not compensated by a convergence speedup as

usual since the solutions cannot be further improved. Therefore, a separate comparison is

presented in Table 9 considering only the instances with n > 195 (the 29 largest instances).

Table 9: Results summary (n > 195)

MDM-GILS-RVND MR-GILS-RVND
Wins Best Cost 4 6
Wins Avg. Cost 9 17
Wins Avg. Time 15 14
New best - 5
Nb BKS + new best 22 25

For these larger instances, both methods are technically tied regarding average com-
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putational time, whereas the superiority of MR-GILS-RVND regarding solution quality is

further evidenced, with about twice the number of wins of MDM-GILS-RVND in average

cost. Hence, these results show that the MineReduce approach, applied in MR-GILS-

RVND, improved solution quality without increasing computational time over MDM-

GILS-RVND. Additionally, MR-GILS-RVND found new best solutions for 6 out of the 12

instances in the training set.



7 Data mining application to the
Capacitated Vehicle Routing Problem

Multi Data Mining (MDM) is an approach for incorporating data mining into meta-

heuristics that was initially proposed for a hybrid version of GRASP named MDM-

GRASP (plastino et al., 2014), which was, in turn, an adaptive version of the DM-

GRASP metaheuristic (ribeiro; plastino; martins, 2006; santos; martins; plas-

tino, 2008). In DM-GRASP, an elite set E keeps the best solutions found in the first

half of the multi-start iterations. Then, a data mining method is used to extract patterns

from E, which are used to build initial solutions in the second half. In MDM, E keeps

the best solutions found throughout all multi-start iterations, the data mining method is

invoked every time E is considered stable (based on a number of consecutive iterations

without any changes), and the obtained patterns are used in the subsequent iterations.

This chapter summarizes the results obtained by applying MDM to the Capacitated

Vehicle Routing Problem (CVRP). An MDM-based version of the Hybrid Genetic Search

(HGS) metaheuristic of Vidal (2022) was proposed for the CVRP track of the 12th DI-

MACS Implementation Challenge1. It is described in (maia; plastino; souza, 2022), a

paper that was submitted with the author’s entry, which ranked second and was presented

at the challenge’s workshop. The paper is included in Appendix E. Section 7.1 describes

the CVRP, Section 7.2 describes how the MDM elements have been implemented in the

proposed method, and Section 7.3 reports a summary of the obtained results.

7.1 Problem definition

The CVRP is described as follows. Let G = (V,A) be a directed graph, where V =

{0,1,...,n− 1} is a set composed of n vertices and A = {(i,j) : i,j ∈ V, i ̸= j} is the set of

arcs. Vertex 0 is the depot from where the vehicles depart, whereas the set V ′ = V \{0}
consists of the remaining vertices representing n− 1 customers. Each customer i ∈ V ′ is

1http://dimacs.rutgers.edu/programs/challenge/vrp/cvrp

http://dimacs.rutgers.edu/programs/challenge/vrp/cvrp
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associated with a non-negative quantity qi that specifies the demand for some resource,

and a vehicle can carry a maximum quantity Q of the resource. For each arc (i,j) ∈ A,

there is an associated cost dij representing the distance between vertices i and j. A route

is defined by a sequence of vertices R = (i1,i2,...,i|R|), i1 = i|R| = 0, and {i2,...,i|R|−1} ⊆ V ′;

that is, each route is a circuit in G that starts and ends at the depot. A route R is feasible

if the sum of all customers’ demands on R does not exceed the vehicle capacity Q. A

route’s cost is the sum of the costs (distances) associated with each traversed arc. The

aim is to discover feasible routes such that each customer is visited precisely once, and

the sum of all route costs is minimized. There are no restrictions on the number of routes

in a solution.

7.2 Proposed method

The proposed method was built through the application of the MDM approach in the

state-of-the-art Hybrid Genetic Search proposed by Vidal (2022) for the CVRP. This

section describes how the MDM elements have been implemented in the proposed method,

referred to as MDM-HGS.

The application of the MDM approach elements in our MDM–HGS implementation

is similar to that adopted in the multi-start ILS for the HFVRP from (maia; plastino;

penna, 2018). Each pattern is a frequent set of paths connecting customers in the

solutions from the elite set E. The difference to the heterogeneous fleet variant is the

assignment of a vehicle type to each path, which does not apply to the canonical CVRP.

The Hybrid Genetic Search is an iterative population-based metaheuristic that restarts

the population whenever it completes a given number of consecutive iterations without

improving the overall best solution.

In MDM-HGS, E is updated whenever a new feasible solution is inserted in the pop-

ulation if E is not full or the new solution is better than the worst solution in E. It is

considered stable when one of the following criteria is met: (i) E has not been mined yet,

and its contents have not changed for a number of consecutive restarts greater than or

equal to δRMAX, where δ is a parameter and RMAX is the maximum number of restarts,

dynamically estimated based on the time limit, the elapsed time and the number of com-

pleted restarts; or (ii) the contents of E have changed after it was last mined, but they

have not changed for a number of consecutive restarts greater than or equal to δRMAX.

A new solution generation method is introduced in MDM-HGS. It is based on a ran-
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domized version of the Clarke and Wright heuristic (clarke; wright, 1964; sörensen;

arnold; cuervo, 2019) and uses the paths from a mined pattern to initialize routes.

7.3 Results summary

The methods have been tested on the 141 benchmark instances from CVRPLIB2 used

in the first phase of the challenge. Extensive computational experiments were conducted

to compare MDM-HGS and the original method (HGS-CVRP) with respect to the best

solution found in a given timeout and the primal integral (PI) – the performance mea-

sure used in the challenge, which rewards a balance of convergence speed and solution

quality (berthold, 2013). Each algorithm was run ten times on each instance. Table 10

summarizes the results, showing for each algorithm:

• The global average PI;

• The average percentage gap of the average cost from the BKS;

• The number of wins in average PI, average cost, and best Cost;

• The numbers of best known and new best solutions found.

Three comparisons are presented: one on all 141 instances; one on the 100 instances

from the X set (uchoa et al., 2017), used for tuning parameters; and another on all

instances not in the X set. As these comparisons show, MDM-HGS obtains significantly

better PI values than HGS-CVRP and solutions of higher quality.

Table 10: Summarized results for the CVRP
All instances X instances All except X instances

HGS-CVRP MDM-HGS HGS-CVRP MDM-HGS HGS-CVRP MDM-HGS
Global Avg PI 0.5243853 0.4250732 0.1192855 0.1147131 1.5124335 1.1820491
Avg Gap 0.43% 0.33% 0.08% 0.07% 1.30% 0.97%
Wins Avg PI 42 99 32 68 10 31
Wins Avg Cost 37 58 26 38 11 20
Wins Best Cost 18 52 12 33 6 19
No. BKSs 69 71 52 51 17 20
New Best 2 2 0 0 2 2

In the challenge, all competing methods are ranked according to their PI value for each

instance. The best method gets 10 points, the second 8, then 6, 5, 4, 3, 2, and 1. The final

ranking is based on the total point score obtained by each method on all instances. As

CVRP is the most central among vehicle routing problem variants, the CVRP track was
2http://vrp.atd-lab.inf.puc-rio.br

http://vrp.atd-lab.inf.puc-rio.br
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the one that attracted more attention in the challenge, with 16 competing teams. Table 11

presents the rankings from Phase 1 for all 141 instances and five subsets separately.

Table 11: Rankings from Phase 1 – 12th DIMACS Implementation Challenge – CVRP
track. Source: http://dimacs.rutgers.edu/programs/challenge/vrp/results

All (141) X (100) Very Large (10) Classic (7) Golden (12) DIMACS (12)
Solver Score Solver Score Solver Score Solver Score Solver Score Solver Score

FHCSolver 931 MDM-HGS 663 FSP4D 100 MDM-HGS 56 MDM-HGS 90 FHCSolver 83
MDM-HGS 896 FHCSolver 642 FHCSolver 80 POP-HGS 45 FHCSolver 90 FSP4D 75
POP-HGS 814 POP-HGS 605 AILS-II 56 FHCSolver 36 POP-HGS 89 POP-HGS 74

FSP4D 737 HGSRR 480 HGSRR 44 FSP4D 31 FSP4D 84 HGSRR 73
HGSRR 678 FSP4D 447 LKHSP 36 HGSRR 23 HGSRR 58 MDM-HGS 62
AILS-II 558 AILS-II 416 MDM-HGS 25 ILS-SP 12 MAESN 43 AILS-II 52
MAESN 406 MAESN 352 optaplanner 19 MAESN 11 AILS-II 27 GA+TBD 29

GA+TBD 291 GA+TBD 222 ALNS++ 17 AILS-II 7 GA+TBD 26 LKHSP 8
ILS-SP 70 ILS-SP 49 GA+TBD 7 GA+TBD 7 LKHSP 0 ALNS++ 8
LKHSP 57 ALNS++ 17 ILS-SP 5 LKHSP 6 ALNS++ 0 ILS-SP 4

ALNS++ 42 LKHSP 7 POP-HGS 1 optaplanner 0 ILS-SP 0 optaplanner 0
optaplanner 19 optaplanner 0 MAESN 0 ALNS++ 0 optaplanner 0 Clowder 0

Clowder 0 Clowder 0 Clowder 0 Clowder 0 Clowder 0 MAESN 0
Resilience 0 Resilience 0 Resilience 0 OR-Tools 0 OR-Tools 0 Resilience 0
DDVRP 0 DDVRP 0 OR-Tools 0 Resilience 0 Resilience 0 OR-Tools 0
OR-Tools 0 OR-Tools 0 DDVRP 0 DDVRP 0 DDVRP 0 DDVRP 0

The top-8 competitors from Phase 1 qualified for the second and final phase, in which

100 new instances (kept hidden) were used. Table 12 presents the rankings from Phase 2.

Table 12: Rankings from Phase 2 – 12th DIMACS Implementation Challenge – CVRP
track. Source: http://dimacs.rutgers.edu/programs/challenge/vrp/results

Solver Score Average PI Median PI
FHCSolver 643 0.053 0.021

MDM-HGS 622 0.067 0.017
AILSII 536 0.034 0.015

POP-HGS 525 0.064 0.024
HGSRR 477 0.067 0.026
FSP4D 458 0.088 0.033
MAESN 389 0.098 0.032

GA+TBD 250 0.171 0.078

MDM-HGS was a close second to FHCSolver in the overall ranking. Some other

noticeable results can be observed. Six out of the eight finalist methods are based on the

HGS metaheuristic: FHCSolver (jiang et al., 2022), POP-HGS (queiroga; sadykov,

2022), HGSRR (simensen; hasle; stålhane, 2022), MAESN (zheng et al., 2022) and

GA+TBD (voigt et al., 2022), apart from MDM-HGS. MDM-HGS overcame all of these

other methods in the overall ranking except for FHCSolver. Furthermore, besides being

close to FHCSolver in the overall ranking, MDM-HGS ranked first in two out of the five

instance subsets in Phase 1.

These results show that MDM-HGS stands as a competitive method in the CVRP

state-of-the-art, overcoming the original HGS-CVRP and many other novel algorithms.

http://dimacs.rutgers.edu/programs/challenge/vrp/results
http://dimacs.rutgers.edu/programs/challenge/vrp/results


8 Ensembles of classifiers for uncertain
categorical data and their applications
in bioinformatics

This chapter discusses three approaches proposed for building classifier ensembles for un-

certain categorical data. The first approach, named Biased Random Subspaces, has been

proposed in (maia; plastino; freitas, 2021), a paper published in the proceedings of

the 2021 edition of the IEEE International Conference on Data Mining, presented in Ap-

pendix F. The other two approaches, named Biased Bootstrap and Biased Splitting, have

been proposed in a paper submitted to the IEEE/ACM Transactions on Computational

Biology and Bioinformatics, presented in Appendix G. Their application in two bioinfor-

matics domains – ageing-related genes and drug side effects – produced evidence that they

can effectively provide classifier ensembles with enhanced predictive performance on un-

certain categorical data. Thus, the associated contributions are two-fold: the approaches

constitute a methodological contribution to the data mining field, whereas the results

obtained constitute contributions to the bioinformatics field. Section 8.1 describes the

proposed approaches, whereas Section 8.2 reports a summary of the obtained results.

8.1 Proposed approaches

Data uncertainty can be categorised into existential uncertainty, which occurs when the

existence of some instance is uncertain, and value uncertainty, which can be further cat-

egorised into class-label uncertainty or feature-value uncertainty. This work addresses

feature-value uncertainty, which occurs when some feature values in an instance are not

precisely known. This uncertainty can naturally arise due to the limited precision of data

collection technology, particularly in bioinformatics or biomedical domains. An uncertain

feature value is usually represented by a probability distribution on the corresponding

feature’s domain.

It has been shown that incorporating information on uncertainty into classification
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algorithms can improve predictive performance (ge; xia; nadungodage, 2010; tsang

et al., 2011; angiulli; fassetti, 2013; xie; xu; hu, 2018), but this is still an under-

explored research topic, particularly for categorical features, since most previous methods

focus on uncertain numerical features. Hence, this work proposes new ensemble methods

for coping with uncertain categorical features.

This work focuses on ensemble methods that learn many base classifiers independently

on random subsets of the original training set and then aggregate the base classifiers’

predictions. Such ensemble methods usually have better predictive performance and are

more robust to slight data variations than any single base classifier. In particular, Bagging

methods randomly sample subsets of the instances in the dataset with replacement, which

is called bootstrap sampling (breiman, 1996), and Random Subspaces methods randomly

sample subsets of the features in the dataset (ho, 1998).

Let F = {f1,f2, . . . ,fm} be the set of predictive features, where m ≥ 1, and C =

{c1,c2, . . . ,cq} be the set of classes, where q ≥ 2. The domain of a feature fj is dom(fj). A

dataset D = {(X1,y1),(X2,y2), . . . ,(Xn,yn)} consists of n labelled instances. Each instance

in D, identified by an index i, is associated with a feature vector Xi = (xi1,xi2, . . . ,xim)

and a class label yi ∈ C. In the classification problem, the objective is to construct a model

from D capable of predicting the class of an unlabelled instance given its corresponding

feature vector.

Let U ⊆ F be the set of uncertain features, all of which are assumed to be categorical

in this work. When fj is a categorical feature, its domain is a finite set of values dom(fj) =

{vj1,vj2, . . . ,vj|dom(fj)|}, |dom(fj)| ≥ 2. If a feature fj is not uncertain, its corresponding

value xij for an instance i is represented by a single value. Otherwise it is a discrete

probability distribution represented by a probability vector Pij. That is:

xij =




xij ∈ dom(fj), if fj ∈ F \ U

Pij = (pij1,pij2, . . . ,pij|dom(fj)|), otherwise

where pijk represents the probability that xij takes the value vjk and
∑|dom(fj)|

k=1 pijk = 1.

This work proposes new approaches for building ensembles of classifiers that incor-

porate uncertainty about the value of categorical features into the model. The intuition

motivating these proposals is that the higher the degree of uncertainty for a given feature

(or instance), the less it might contribute to the predictive performance as it provides

less reliable information. Furthermore, missing values are also accounted for since they

represent another factor that may undermine the contribution of a feature (or instance)
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to the model.

A bias value is computed for each feature fj based on its degree of uncertainty and

on its fraction of missing values in the dataset, given by:

b∗j =


1− 1

|I \M∗j|
∑

i∈I\M∗j

Eij


× |I \M∗j|

|I|

where I = {1,2, . . . ,n} is the set of indices of all instances in D, M∗j is the set of indices

of instances in D with a missing value for feature fj, and Eij is the normalized entropy

of the probability distribution represented by Pij if fij is an uncertain feature (or zero,

otherwise), that is:

Eij =





∑|dom(fj)|
k=1 pijklog(pijk)

log(1/|dom(fj)|) , if fj ∈ U

0, otherwise

In the feature bias definition, the first factor (between parentheses) is the complement

of the mean entropy over all probability distributions associated with feature fj, whereas

the second factor is the fraction of non-missing values for the feature. Therefore, the

computed bias is a value in the range [0,1] with higher values indicating lower uncertainty

degrees, i.e., more reliable features.

The feature bias values are normalized over all features, defining a probability distri-

bution B = (β1,β2, . . . ,βm), where a probability βj associated with a feature fj is given

by βj = b∗j/(
∑m

l=1 b∗l).

Recall that in the general Random Subspaces strategy, each base classifier in the

ensemble is trained with a different set of features, sampled from F . The first proposed

approach, named Biased Random Subspaces (BRS), uses the probability distribution B

to sample the features to be considered by each base classifier in the ensemble instead of

the default uniform distribution.

Random Forests usually do not sample features before generating each tree. Nonethe-

less, they sample a subset of features to be considered as candidate features when splitting

each node of a tree. Hence, another approach, named Biased Splitting (BS), is proposed

for building Random Forests. Like the BRS approach, it uses the probability distribution

B to sample the candidate features.

Finally, a third approach, named Biased Bootstrap (BB), is proposed for instance

sampling analogously to the proposal of the BRS and BS aproaches for feature sampling.
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Hence, the bias value for an instance identified by index i is defined as:

bi∗ =


1− 1

|F \Mi∗|
∑

fj∈F\Mi∗

Eij


× |F \Mi∗|

|F |

where Mi∗ is the set of features in D with a missing value for instance i.

The instance bias values are normalized over all instances, defining a probability dis-

tribution Γ = (γ1,γ2, . . . ,γn), where a probability γi associated with an instance identified

by index i is given by γi = bi∗/(
∑n

l=1 bl∗).

The BB approach uses the probability distribution Γ to sample the instances to be

used for training each base classifier.

Note that no assumption is made about if or how the base classifiers in the ensemble

handle uncertain data, as the focus is on the BRS, BS, and BB approaches to cope with

uncertainty at the ensemble level. Even if the base classifiers do not cope with uncertainty,

this approach can still be straightforwardly applied. As an example, it can be done by

replacing each probability distribution Pij corresponding to an uncertain feature in the

dataset with its expected value, i.e., the value vjk that maximises pijk.

8.2 Results summary

The proposed approaches have been evaluated on real data from two application do-

mains. The first domain is the classification of ageing-related genes regarding their effect

on the lifespan of an organism, which may be positive (pro-longevity) or negative (anti-

longevity). For this domain, four new datasets have been generated by integrating data

from the GenAge database (tacutu et al., 2017) and the STRING database (szklar-

czyk; gable, et al., 2018). Each dataset contains data regarding ageing-related genes

of one of the four major model organisms from the GenAge database: C. elegans (round-

worm), D. melanogaster (fruit fly), M. musculus (mouse), and S. cerevisiae (baker’s

yeast). Each instance in these datasets refers to an ageing-related gene of the corre-

sponding model organism and consists of uncertain features referring to protein-protein

interactions and a binary class variable indicating if the instance is positive (pro-longevity

gene) or negative (anti-longevity gene) according to the GenAge database. Each protein-

protein interaction (PPI) feature refers to one protein and has a binary domain, indicating

whether or not an interaction between the protein encoded by the corresponding gene (the

current instance) and the protein referred by the feature has been observed.
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The second domain involves the prediction of drugs’ side effects. For this domain, six

new datasets have been generated by integrating data from the SIDER database (kuhn

et al., 2015) and the STITCH database (szklarczyk; santos, et al., 2015). Each side-

effect dataset refers to one of the six most frequent side effects in the SIDER database:

nausea, headache, dermatitis, rash, vomiting, and dizziness. Each instance in these

datasets refers to a drug and consists of uncertain features referring to protein-chemical

interactions and a binary class variable indicating whether the corresponding drug has the

side effect represented in the dataset (positive) or not (negative). Each protein-chemical

interaction (PCI) feature refers to one protein and has a binary domain, indicating whether

or not an interaction between the corresponding chemical (drug) and the protein referred

by the feature has been observed.

A value xij of an uncertain binary feature fj for an instance i in a dataset is represented

by a probability distribution Pij = (pij1,pij2), where pij1 and pij2 are the complementary

probabilities of xij taking each of the two values in dom(fj). Therefore, each probability

distribution representing a PPI or PCI feature value is encoded by a single value pij, and

Pij = (pij,1−pij). In the generated datasets, this value pij is the confidence score (interac-

tion probability) obtained from the STRING or STITCH databases for the corresponding

PPI or PCI features, respectively.

These datasets are particularly challenging for having many features, a small number

of instances, and a very high percentage of missing values (when there is no information

regarding a specific interaction in the STRING or STITCH databases). PPI and PCI

features with low support (annotating less than ten instances) have been discarded to

avoid overfitting. As usual in the literature using PPIs as predictive features for classifying

genes, missing values are represented as zeros.

In the experiments, three baseline (‘uncertainty-unaware’) ensemble methods were

considered: two kinds of ensembles of Naive Bayes (NB) classifiers and one Random

Forest (RF). NB has obtained good results in many real-world domains, including the

classification of ageing-related genes (wan; freitas, 2013; silva; plastino; freitas,

2018; silva, p. n. et al., 2021), and RF is currently one of the most powerful classification

algorithms.

In ENB-NV (Ensemble of NB with Numeric Values), the NB classifiers treat each

uncertain value (an interaction probability) as a numeric value and assume that the fea-

ture values’ probability distributions are Gaussian. In ENB-EV (Ensemble of NB with

Expected Values), the NB classifiers binarise each uncertain value using the threshold 0.5
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and consider multivariate Bernoulli distributions for the data.

In the baseline Random Forest, RF-DFE (RF Distributing Fractions of Examples),

the decision trees distribute fractions of examples over the child nodes when splitting a

node that is assigned an uncertain feature, a common approach for handling uncertain

data in decision trees (dudas; boström, 2009; qin; xia; li, 2009; tsang et al., 2011).

The baseline ensembles use conventional strategies for sampling instances and features.

Three versions have been built for each by incorporating different combinations of the

proposed approaches: BB, BRS and BB+BRS for NB ensembles; BB, BS and BB+BS

for Random Forests.

The predictive performance of the algorithms has been assessed using two metrics:

the Area Under the Receiver Operating Characteristic curve (AUROC) and the geometric

mean of sensitivity and specificity (G-mean) (japkowicz; shah, 2011). Each algorithm

was evaluated using the well-known 10-fold cross-validation.

A series of five experiments have been conducted. Experiment 1 compared ENB-NV

and methods based on it applying the proposed approaches. The obtained rankings are

presented in Table 13, which shows that ENB-NV+BRS was the best regarding both

metrics.

Table 13: Average ranks obtained in Experiment 1
AUROC G-mean

Method Avg. Rank Method Avg. Rank
ENB-NV+BRS 1.6 ENB-NV+BRS 1.6
ENB-NV 2.5 ENB-NV+BB 2.4
ENB-NV+BB 2.7 ENB-NV+BB+BRS 2.8
ENB-NV+BB+BRS 3.2 ENB-NV 3.2

Experiment 2 compared ENB-EV and methods based on it applying the proposed

approaches. The obtained rankings are presented in Table 14, which shows that ENB-

EV+BRS was the best regarding both metrics.

Table 14: Average ranks obtained in Experiment 2
AUROC G-mean

Method Avg. Rank Method Avg. Rank
ENB-EV+BRS 1.4 ENB-EV+BRS 1.6
ENB-EV 2.4 ENB-EV 2.2
ENB-EV+BB+BRS 3.1 ENB-EV+BB+BRS 2.6
ENB-EV+BB 3.1 ENB-EV+BB 3.6

Experiment 3 compared the best NB ensembles regarding each of the AUROC and
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G-mean metrics. The obtained rankings are presented in Table 15, which shows that

ENB-EV+BRS was the best regarding AUROC, whereas ENB-NV+BRS was the best

regarding G-mean.

Table 15: Average ranks obtained in Experiment 3
AUROC G-mean

Method Avg. Rank Method Avg. Rank
ENB-EV+BRS 1.4 ENB-NV+BRS 1.0
ENB-NV+BRS 1.6 ENB-EV+BRS 2.0

Experiment 4 compared RF-DFE and methods based on it applying the proposed

approaches. The obtained rankings are presented in Table 16, which shows that RF-

DFE+BB was the best regarding AUROC, whereas RF-DFE+BS was the best regarding

G-mean.

Table 16: Average ranks obtained in Experiment 4
AUROC G-mean

Method Avg. Rank Method Avg. Rank
RF-DFE+BB 2.0 RF-DFE+BS 2.0
RF-DFE+BB+BS 2.1 RF-DFE+BB+BS 2.3
RF-DFE 2.7 RF-DFE 2.4
RF-DFE+BS 3.2 RF-DFE+BB 3.1

Finally, Experiment 5 compared the best NB ensemble and the best Random Forest

regarding each of the AUROC and G-mean metrics. The obtained rankings are presented

in Table 17, which shows that the RF-based methods overcame the NB-based ones, with

RF-DFE+BB being the best regarding AUROC and RF-DFE+BS being the best regard-

ing G-mean.

Table 17: Average ranks obtained in Experiment 5
AUROC G-mean

Method Avg. Rank Method Avg. Rank
RF-DFE+BB 1.1 RF-DFE+BS 1.3
ENB-EV+BRS 1.9 ENB-NV+BRS 1.7

As a general conclusion from all these experiments, the results support the hypothesis

that the approaches BB, BRS and BS improve the predictive performance of ensembles

on uncertain data. The BB and BS approaches proposed in this work obtained the best

overall results since RF-DFE+BB and RF-DFE+BS were the best overall ensembles for

the AUROC and G-mean metrics, respectively.



9 Interpretability approaches for Naive
Bayes ensembles and their applications
in bioinformatics

This chapter discusses two approaches proposed for adding interpretability to ensem-

bles of NB classifiers, which have been proposed in a paper submitted to IEEE/ACM

Transactions on Computational Biology and Bioinformatics, presented in Appendix G.

They have been applied to identify relevant protein interactions to classify ageing-related

genes, producing results consistent with current biological knowledge and new insights

in this context. Thus, the associated contributions are two-fold: the approaches consti-

tute a methodological contribution to the data mining field, whereas the results obtained

constitute contributions to the bioinformatics field. Section 9.1 describes the proposed

approaches, whereas Section 9.2 reports a summary of the obtained results.

9.1 Proposed approaches

The first proposed approach for interpreting an ensemble of NB classifiers relies on the

influence that a feature value xij ∈ dom(fj) has for determining the most likely class to

be predicted for an instance by a single NB classifier, which is computed as an importance

score. Then, the importance scores obtained from all the classifiers are combined into the

ensemble’s importance scores.

Given a feature vector Xi = (xi1,xi2, . . . ,xim) associated with an unlabelled instance

identified by index i, an NB classifier predicts the class y ∈ C that maximizes the value

given by P (y|Xi) ∝ P (y)
∏m

j=1 P (xij|y).

The definition of importance is firstly presented for binary classifiers, where C =

{c1,c2}. The importance of a feature value xij in a given NB classifier in the ensemble is

estimated by the following difference of conditional probabilities:

Diff(xij,c1,c2,e) = |P (xij|c1)− P (xij|c2)|
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where e is the classifier for which the difference is computed.

The higher the difference in the class-conditioned probability of a feature value be-

tween the two class labels, the more importance (influence) that feature value will have

for determining the most likely class to be assigned to the testing instance. For datasets

with more than two class labels, this idea can be generalised by summing the differences

between all pairs of class labels in C:

Importance(xij,C,e) =

q−1∑

r=1

q∑

s=r+1

Diff(xij,cr,cs,e)

The importance of a feature value xij for an ensemble of NB classifiers is computed

by averaging its importance across all classifiers in the ensemble. However, different

NB classifiers will generally use different feature subsets (due to the random subspaces

approach). Intuitively, other things being equal, the larger the number of classifiers in the

ensemble that use a feature, the larger the importance of a value of that feature. Therefore,

we assume that, if a classifier eu does not use a feature fj, then Importance(xij,C,eu) = 0.

Hence, the ensemble-wide importance is defined as:

Importance(xij,C) =

∑t
u=1 Importance(xij,C,eu)

t

where eu is the u-th classifier and t is the total number of classifiers in the ensemble.

This equation is appropriate when the predicted class returned by the ensemble is

computed by a simple majority vote of all classifiers, i.e., all classifiers have the same

weight in the voting. If weighted voting is used instead (where the weight of a vote is

proportional to the classifier’s confidence in its prediction), then the importance equa-

tion could be easily modified to compute a correspondingly weighted average over the t

classifiers.

Finally, once the importance value has been computed for all feature values xij, all

feature values are ranked in decreasing order of importance. Then a user (domain expert)

can focus on interpreting the top-ranked feature values, i.e., the most important ones for

predicting the class variable in the ensemble.

Note that in the case of binary domain features, where dom(fj) = {vj1,vj2}, the

importance computed for both values will be the same due to the complementarity of

probabilities in use. Given two class labels cr and cs such that cr ∈ C, cs ∈ C and cr ̸= cs,
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the following relations apply:

P (vj1|cr) = 1− P (vj2|cr) (9.1)

P (vj1|cs) = 1− P (vj2|cs) (9.2)

The difference of the class-conditioned probabilities of the value vj1 between cr and

cs for a classifier e would be:

Diff(vj1,cr,cs,e) = |P (vj1|cr)− P (vj1|cs)| (9.3)

By replacing (9.1) and (9.2) in (9.3), we obtain:

Diff(vj1,cr,cs,e) = |(1− P (vj2|cr))− (1− P (vj2|cs))|
= |1− P (vj2|cr)− 1 + P (vj2|cs)|
= |P (vj2|cs)− P (vj2|cr)|
= |P (vj2|cr)− P (vj2|cs)|
= Diff(vj2,cr,cs,e)

Therefore, in the case of binary domain features (like the PPI and PCI features in the

datasets generated in this work), the importance computed for both values in the domain

would be the same. Then, the importance computed for any of the values in a feature’s

domain can be interpreted as that feature’s importance.

The approach based on conditional probability differences measures the importance

of each feature value separately, ignoring its importance in the context of all other fea-

ture values. This is consistent with NB assuming that each feature is independent of all

others conditioned on the class variable, but it does not directly measure the influence

of a feature value on class prediction. Naive Bayes makes class predictions using the for-

mula: P (y|Xi) ∝ P (y)
∏m

j=1 P (xij|y). Therefore, whether or not a conditional probability

will make a difference in the choice of the predicted class depends on the entire set of

conditional probabilities and the prior class probability.

Hence, a second approach that considers sets of feature values is proposed. The basic

principle is the same adopted in the definitions of anchors by Ribeiro, Singh, and Guestrin

(2018) and minimal sufficient factors by Watson et al. (2021). The aim is to find, for

each instance, a minimal set of features that is sufficient to preserve the class prediction,

such that changes to the other feature values of the instance would not change the class
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predicted by the model.

Note that the larger the value of Importance(xij, C,e), the higher the influence of xij

for a class prediction in model e, but even the feature with the highest Importance value

may still not be sufficient for a given prediction.

However, this notion can be used to find a minimal sufficient set of features. The

basic idea is to sort all features in increasing order of their Importance values and then

identify the minimal set of top features in that sorted list which, together, are sufficient

for preserving the class prediction made by the classifier.

Let ci be the class predicted by the classifier for instance i. A feature value xij is said

to “support” the prediction of ci if and only if P (xij|ci) > P (xij|y),∀y ∈ C \ {ci}. That

is, the feature value xij becomes more likely if instance i has class ci than if that instance

has another class. Naturally, when searching for a minimal sufficient set of features, only

feature values that support the class predicted by the classifier need to be considered.

A method for identifying a minimal sufficient set of features for the class prediction

for a given instance is presented in Algorithm 1.

Algorithm 1 MinimalSufficientSet(Xi, e)

1: ci ← class predicted by e for Xi

2: SuppSet← {fj|P (xij|ci) > P (xij|y),∀y ∈ C \ {ci}}
3: S ← SuppSet
4: Calculate Importance(xij,C,e) for all fj ∈ S
5: SortedFeats← SortByImportance(SuppSet)
6: e′ ← e
7: for each feature fj in SortedFeats do
8: Remove fj from e′

9: c′i ← class predicted by e′ for Xi

10: if c′i = ci then
11: S ← S \ {fj}
12: else
13: Exit loop
14: end if
15: end for
16: return S

Based on the sufficiency criterion, a measure of the importance of a feature fj for

a classifier e given the set of instances X, denoted SImportance(fj, e,X), is defined as

the proportion of instances in X for which fj is in the minimal sufficient set returned by

Algorithm 1.

The importance of a feature for the entire ensemble is computed by simply averaging
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its importance across all classifiers in the ensemble:

SImportance(fj, X) =

∑t
u=1 SImportance(fj, eu, X)

t

where eu is the u-th classifier and t is the total number of classifiers in the ensemble.

9.2 Results summary

The proposed approaches for interpreting NB ensembles have been applied to the four

ageing-related datasets mentioned in Chapter 8 to identify the top-ranked PPI features

for classification.

Among all NB ensembles evaluated, ENB-EV+BRS and ENB-NV+BRS achieved the

best overall AUROC and G-mean values, respectively. ENB-EV+BRS has been selected

for model interpretation since it uses binarised features, facilitating interpretation.

A model has been trained for each dataset by applying ENB-EV+BRS to all instances.

Then, these models were used to produce rankings of features in decreasing order of

importance.

Table 18 presents the top-10 features for each organism (dataset) regarding the impor-

tance measure based on conditional probabilities, whereas Table 19 presents the top-10

features regarding the measure based on minimal sufficient features.

For each feature, columns 2–5 present its importance-based rank, the corresponding

protein ID from the STRING database, and the corresponding gene’s symbol and name.

Columns 6 and 7 present, each one, the absolute and relative frequencies of the feature

value 1 (considering the threshold 0.5 used) for the corresponding feature in the instances

of the Pro-longevity and Anti-longevity classes, respectively. These values can reveal

whether a PPI is related to a pro- or anti-longevity effect.

The last column shows whether or not the feature is involved in occurrences of Simp-

son’s paradox (pearl, 2009, 2014). An occurrence of Simpson’s paradox for a feature

means that the direction of association between the feature and the class variable (i.e.,

whether the occurrence of a feature value increases or decreases the probability of a class

label) is reversed when we consider a combination of the feature and a confounder variable.

The top-ranked features have been analysed regarding their relevance for the biology

of ageing by Professor João Pedro de Magalhães from the University of Liverpool, a
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Table 18: Top-10 PPI features in the ENB-EV+BRS model according to the importance
measure based on conditional probabilities

Organ. Feat.
Rank STRING ID Gene

Symbol Protein Name Freq. in
Pro-long.

Freq. in
Anti-long. SP

Worm

1 R13H8.1h daf-16 Forkhead box protein O 40 (15.6%) 43 (8.5%) no

2 F42G8.12 isp-1 Cytochrome b-c1 complex
subunit Rieske, mitochondrial 9 (3.5%) 58 (11.5%) no

3 C34E10.6.1 atp-2 ATP synthase subunit
beta, mitochondrial 6 (2.3%) 58 (11.5%) no

4 T05E11.1 rps-5 40S ribosomal protein S5 5 (1.9%) 60 (11.9%) no
5 F40F11.1.2 rps-11 Ribosomal protein, small subunit 4 (1.6%) 53 (10.5%) no
6 C26F1.4.2 rps-30 40S ribosomal protein S30 5 (1.9%) 43 (8.5%) no
7 B0250.1 rpl-2 60S ribosomal protein L8 3 (1.2%) 44 (8.7%) no
8 B0393.1.1 rps-0 40S ribosomal protein SA 6 (2.3%) 51 (10.1%) no

9 H28O16.1a H28O16.1 ATP synthase subunit
alpha, mitochondrial 6 (2.3%) 56 (11.1%) no

10 Y56A3A.19 Y56A3A.19 Acyl carrier protein 2 (0.8%) 51 (10.1%) no

Fly

1 FBpp0082516 Hsc70-4 Heat shock 70 kDa protein cognate 4 34 (29.3%) 9 (13.0%) no
2 FBpp0305736 Sod Superoxide dismutase [Cu-Zn] 30 (25.9%) 4 (5.8%) no
3 FBpp0081956 Hsp70Ab Heat shock protein 70Ab 22 (19.0%) 4 (5.8%) no
4 FBpp0293589 foxo Forkhead box protein O 36 (31.0%) 14 (20.3%) no
5 FBpp0081986 Hsp70Aa Major heat shock 70 kDa protein Aa 23 (19.8%) 4 (5.8%) no
6 FBpp0070899 schlank Schlank, isoform A 31 (26.7%) 12 (17.4%) no

7 FBpp0086226 Sod2 Superoxide dismutase
[Mn], mitochondrial 31 (26.7%) 8 (11.6%) no

8 FBpp0088134 CaMKI Calmodulin-dependent
protein kinase activity 29 (25.0%) 10 (14.5%) no

9 FBpp0077974 park E3 ubiquitin-protein ligase parkin 20 (17.2%) 1 (1.4%) no
10 FBpp0305095 Hsp83 Heat shock protein 83 26 (22.4%) 10 (14.5%) yes

Mouse

1 ENSMUSP00000056668 Igf-1 Insulin-like growth factor 1 10 (19.6%) 16 (51.6%) no

2 ENSMUSP00000029175 Src Neuronal proto-oncogene
tyrosine-protein kinase Src 3 (5.9%) 12 (38.7%) no

3 ENSMUSP00000050683 Foxo3 Forkhead box protein O3 8 (15.7%) 13 (41.9%) no
4 ENSMUSP00000055308 Foxo1 Forkhead box protein O1 5 (9.8%) 11 (35.5%) no
5 ENSMUSP00000000369 Rem1 GTP-binding protein REM 1 7 (13.7%) 10 (32.3%) yes

6 ENSMUSP00000101315 Pik3cd Phosphatidylinositol 4,5-bisphosphate
3-kinase catalytic subunit delta isoform 1 (2.0%) 7 (22.6%) no

7 ENSMUSP00000102538 Ngf Beta-nerve growth factor 5 (9.8%) 8 (25.8%) yes
8 ENSMUSP00000031697 Cul1 Cullin-1 6 (11.8%) 7 (22.6%) no

9 ENSMUSP00000120152 Stat3 Signal transducer and
activator of transcription 3 11 (21.6%) 14 (45.2%) no

10 ENSMUSP00000115578 Ubc Polyubiquitin-C 15 (29.4%) 4 (12.9%) no

Yeast

1 YLR167W RPS31 Fusion-protein cleaved to yield
ribosomal protein S31 and ubiquitin 0 (0.0%) 58 (17.3%) no

2 YIL133C RPL16A Ribosomal 60S subunit protein L16A 0 (0.0%) 51 (15.2%) no

3 YBR048W RPS11B Protein component of the
small (40S) ribosomal subunit 0 (0.0%) 52 (15.5%) no

4 YPL090C RPS6A Protein component of the
small (40S) ribosomal subunit 0 (0.0%) 51 (15.2%) no

5 YGL103W RPL28 Ribosomal 60S subunit protein L28 0 (0.0%) 61 (18.2%) no

6 YNL096C RPS7B Protein component of the
small (40S) ribosomal subunit 0 (0.0%) 50 (14.9%) no

7 YJR145C RPS4A Protein component of the
small (40S) ribosomal subunit 0 (0.0%) 51 (15.2%) no

8 YNL069C RPL16B Ribosomal 60S subunit protein L16B 0 (0.0%) 48 (14.3%) no
9 YBR031W RPL4A Ribosomal 60S subunit protein L4A 1 (2.2%) 53 (15.8%) no

10 YNL302C RPS19B Protein component of the
small (40S) ribosomal subunit 0 (0.0%) 47 (14.0%) no

microbiologist who leads the Integrative Genomics of Ageing Group1, whose research

broadly focuses on understanding the genetic, cellular, and molecular mechanisms of

ageing. According to his analysis, the top-ranked features fit well with current knowledge
1http://rejuvenomicslab.com

http://rejuvenomicslab.com
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Table 19: Top-10 PPI features in the ENB-EV+BRS model according to the importance
measure based on sufficiency

Organ. Feat.
Rank STRING ID Gene

Symbol Protein Name Freq. in
Pro-long.

Freq. in
Anti-long. SP

Worm

1 F42G8.12 isp-1 Cytochrome b-c1 complex
subunit Rieske, mitochondrial 9 (3.5%) 58 (11.5%) no

2 C26F1.4.2 rps-30 40S ribosomal protein S30 5 (1.9%) 43 (8.5%) no

3 C34E10.6.1 atp-2 ATP synthase subunit
beta, mitochondrial 6 (2.3%) 58 (11.5%) no

4 B0250.1 rpl-2 60S ribosomal protein L8 3 (1.2%) 44 (8.7%) no
5 F40F11.1.2 rps-11 Ribosomal protein, small subunit 4 (1.6%) 53 (10.5%) no
6 B0393.1.1 rps-0 40S ribosomal protein SA 6 (2.3%) 51 (10.1%) no
7 T05E11.1 rps-5 40S ribosomal protein S5 5 (1.9%) 60 (11.9%) no
8 F28D1.7.1 rps-23 40S ribosomal protein S23 4 (1.6%) 48 (9.5%) no
9 C49H3.11.1 rps-2 40S ribosomal protein S2 7 (2.7%) 57 (11.3%) no
10 Y56A3A.19 Y56A3A.19 Acyl carrier protein 2 (0.8%) 51 (10.1%) no

Fly

1 FBpp0305736 Sod Superoxide dismutase [Cu-Zn] 30 (25.9%) 4 (5.8%) no
2 FBpp0081956 Hsp70Ab Heat shock protein 70Ab 22 (19.0%) 4 (5.8%) no
3 FBpp0082516 Hsc70-4 Heat shock 70 kDa protein cognate 4 34 (29.3%) 9 (13.0%) no
4 FBpp0081986 Hsp70Aa Major heat shock 70 kDa protein Aa 23 (19.8%) 4 (5.8%) no

5 FBpp0086226 Sod2 Superoxide dismutase
[Mn], mitochondrial 31 (26.7%) 8 (11.6%) no

6 FBpp0293589 foxo Forkhead box protein O 36 (31.0%) 14 (20.3%) no
7 FBpp0077974 park E3 ubiquitin-protein ligase parkin 20 (17.2%) 1 (1.4%) no
8 FBpp0070899 schlank Schlank, isoform A 31 (26.7%) 12 (17.4%) no

9 FBpp0088134 CaMKI Calmodulin-dependent
protein kinase activity 29 (25.0%) 10 (14.5%) no

10 FBpp0078604 Aux Auxilin, isoform A 17 (14.7%) 3 (4.3%) no

Mouse

1 ENSMUSP00000056668 Igf-1 Insulin-like growth factor 1 10 (19.6%) 16 (51.6%) no

2 ENSMUSP00000029175 Src Neuronal proto-oncogene
tyrosine-protein kinase Src 3 (5.9%) 12 (38.7%) no

3 ENSMUSP00000050683 Foxo3 Forkhead box protein O3 8 (15.7%) 13 (41.9%) no
4 ENSMUSP00000055308 Foxo1 Forkhead box protein O1 5 (9.8%) 11 (35.5%) no
5 ENSMUSP00000101553 Ins2 Insulin-2 6 (11.8%) 13 (41.9%) no
6 ENSMUSP00000099878 Rps6 40S ribosomal protein S6 3 (5.9%) 8 (25.8%) no
7 ENSMUSP00000021090 Grb2 Growth factor receptor-bound protein 2 3 (5.9%) 8 (25.8%) no
8 ENSMUSP00000099621 Rpa2 Replication protein A 32 kDa subunit 12 (23.5%) 1 (3.2%) no

9 ENSMUSP00000120152 Stat3 Signal transducer and
activator of transcription 3 11 (21.6%) 14 (45.2%) no

10 ENSMUSP00000102538 Ngf Beta-nerve growth factor 5 (9.8%) 8 (25.8%) yes

Yeast

1 YLR167W RPS31 Fusion-protein cleaved to yield
ribosomal protein S31 and ubiquitin 0 (0.0%) 58 (17.3%) no

2 YNL096C RPS7B Protein component of the
small (40S) ribosomal subunit 0 (0.0%) 50 (14.9%) no

3 YJR145C RPS4A Protein component of the
small (40S) ribosomal subunit 0 (0.0%) 51 (15.2%) no

4 YGL103W RPL28 Ribosomal 60S subunit protein L28 0 (0.0%) 61 (18.2%) no

5 YBR048W RPS11B Protein component of the
small (40S) ribosomal subunit 0 (0.0%) 52 (15.5%) no

6 YKR094C RPL40B Ubiquitin-ribosomal 60S subunit
protein L40B fusion protein 0 (0.0%) 59 (17.6%) no

7 YIL133C RPL16A Ribosomal 60S subunit protein L16A 0 (0.0%) 51 (15.2%) no
8 YGL030W RPL30 Ribosomal 60S subunit protein L30 0 (0.0%) 50 (14.9%) no

9 YGL123W RPS2 Protein component of the
small (40S) subunit 1 (2.2%) 58 (17.3%) no

10 YKL009W MRT4 Protein involved in mRNA
turnover and ribosome assembly 0 (0.0%) 55 (16.4%) no

on longevity/ageing and previous similar analyses, and new insights into the genetics of

ageing can be drawn from the rankings, as follows.

Overall, the top-ranked features fit nicely into pro- and anti-longevity pathways en-

riched in GenAge (fernandes et al., 2016). Of note, in worms, ribosomal proteins and
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mitochondrial proteins involved in oxidative phosphorylation have been previously found

enriched in anti-longevity processes (fernandes et al., 2016), while in flies, responses to

oxidative stress (like antioxidant enzymes) are among enriched pro-longevity processes. In

mice, the insulin signalling pathway is a top enriched anti-longevity pathway (fernandes

et al., 2016), in line with these results.

Out of the 40 top-ranked PPI features in Table 18, interestingly, 15 represent riboso-

mal proteins, namely 5 of the top-10 PPI features for the worm dataset and all the top-10

PPI features for the yeast dataset. It is also worth observing in Table 18 the relative

frequency of genes (dataset instances) of each class (Pro- vs Anti-longevity) that interact

with the gene associated with each of these 15 ribosomal proteins (PPI features). In all

those 15 table rows, the relative frequency of Anti-longevity genes interacting with the

corresponding ribosomal protein is substantially higher than that of Pro-longevity genes

interacting with that ribosomal protein. The relative frequency differences are particularly

striking for 9 of the 10 yeast PPI features in the table, which have a relative frequency

of 0% for Pro-longevity genes and relative frequencies varying from 14.0% to 18.2% for

Anti-longevity genes.

Interestingly, despite this strong pattern, none of these 9 yeast ribosomal proteins is

included in GenAge (tacutu et al., 2017) – the most comprehensive database of ageing-

related genes. By itself, this strong pattern is not sufficient to conclude that those 9

ribosomal proteins have an anti-longevity effect on yeast, which in principle could be

confirmed only via appropriate biological experiments. However, the pattern seems strong

enough to justify further investigation about some of those 9 ribosomal proteins in future

work.

In mice, some brain and neuronal factors (e.g., Src) are also among the top features,

which could fit GH/IGF1’s neuroendocrine regulation (magalhães; matsuda, 2012).

Alternatively, they could be related to ageing changes in the brain. As Src is not in

GenAge, it could be an interesting target for future biological studies.



10 Conclusions and future work

This thesis reported a series of research contributions related to the proposal and ap-

plication of data mining methods in the combinatorial optimization and bioinformatics

fields.

A novel approach for incorporating data mining into metaheuristics named MineRe-

duce was introduced and explored. It uses patterns mined from good solutions to help

metaheuristics guide the search more effectively and efficiently.

The MineReduce approach was applied to state-of-the-art metaheuristics for different

problems, achieving competitive results with solution quality improvement and conver-

gence speedup:

• A MineReduce-based version of a multi-start iterated local search (penna; subra-

manian; ochi, 2013) for the Heterogeneous Fleet Vehicle Routing Problem;

• A MineReduce-based version of a multi-start iterated tabu search (zhou et al.,

2016) for the Minimum Weighted Vertex Cover Problem;

• A MineReduce-based version of a hybrid metaheuristic that combines the MDM

approach with components of GRASP, ILS and RVND (silva, m. m. et al., 2012;

santana; plastino; rosseti, 2022) for the Minimum Latency Problem.

Furthermore, a MineReduce-based multi-start iterated local search was designed from

scratch for the Multi-Source Capacitated Facility Location Problem with Customer In-

compatibilities, a new variant of the CFLP, introduced in the MESS 2020+1 Metaheuris-

tics Competition1. The proposed MineReduce-based method won the competition by an

overwhelming margin, hence taking the lead in the state-of-the-art for this new problem.

Additionally, the MDM approach was applied to the state-of-the-art hybrid genetic

search metaheuristic for the Capacitated Vehicle Routing Problem (vidal, 2022). The
1https://www.ants-lab.it/mess2020/#competition

https://www.ants-lab.it/mess2020/#competition
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proposed MDM-based version overcame the original method, achieving higher solution

quality and faster convergence. It was registered in the CVRP track of the 12th DIMACS

Implementation Challenge2, the latest edition of one of the most traditional and important

series of challenges in the field (buriol et al., 2020). The proposed method achieved

outstanding results, being a close second in the overall ranking and overcoming other 14

competitors (including four other methods based on the HGS metaheuristic).

Methodological contributions related to the classification task were also established

by proposing novel approaches for building classifier ensembles for uncertain categorical

data and interpreting ensembles of Naive Bayes classifiers.

Three novel ensemble approaches proposed for uncertain data have been applied in

two domains from the bioinformatics field: the classification of ageing-related genes re-

garding their effect on longevity and the prediction of drug side effects. The obtained

results demonstrated that these proposed approaches improve the predictive performance

of ensembles on uncertain data.

Two novel approaches for interpreting NB ensembles were applied to identify relevant

protein interactions to classify ageing-related genes, producing results consistent with

current biological knowledge, evidencing that the proposed approaches provide a solid

ground for model interpretation. Furthermore, new insights into the genetics of ageing

have been drawn from the obtained results.

The effectiveness of the methods in this thesis has been evidenced not only by the

results of extensive experimental analyses reported in this thesis but also by the cor-

responding published papers, the outstanding results achieved in competitions, and the

derived biological insights.

Multiple research paths have been explored in this work. Hence, naturally, multiple

future research directions can be drawn from them. The MineReduce approach can be

further explored through its application to other combinatorial optimization problems

and its hybridization with other metaheuristics. In particular, the success obtained with

the hybridization of the MDM approach with HGS suggests the experimentation of a

hybrid version of this metaheuristic with the MineReduce approach, which could not

be accomplished in this work due to time constraints. The Biased Bootstrap, Biased

Random Subspaces and Biased Splitting approaches can be further explored through

their application in ensembles with different base models and other uncertain datasets.

The approaches proposed for interpreting Naive Bayes ensembles can be used in other
2http://dimacs.rutgers.edu/programs/challenge/vrp/cvrp

http://dimacs.rutgers.edu/programs/challenge/vrp/cvrp
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classification problems to provide users with valuable insights. Finally, crossing an in-

terdisciplinary boundary, new insights raised in this work regarding the potential roles

of some proteins in the ageing process deserve investigation through adequate biological

experimentation.
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a b s t r a c t

Hybrid variations of metaheuristics that include data mining strategies have been utilized to solve a vari-
ety of combinatorial optimization problems, with superior and encouraging results. Previous hybrid
strategies applied mined patterns to guide the construction of initial solutions, leading to more effective
exploration of the solution space. Solving a combinatorial optimization problem is usually a hard task
because its solution space grows exponentially with its size. Therefore, problem size reduction is also
a useful strategy in this context, especially in the case of large-scale problems. In this paper, we build
upon these ideas by presenting an approach named MineReduce, which uses mined patterns to perform
problem size reduction. We present an application of MineReduce to improve a heuristic for the hetero-
geneous fleet vehicle routing problem. The results obtained in computational experiments show that this
proposed heuristic demonstrates superior performance compared to the original heuristic and other
state-of-the-art heuristics, achieving better solution costs with shorter run times.

� 2020 Elsevier Ltd. All rights reserved.

1. Introduction

Hybrid metaheuristics have been proposed and successfully
applied to combinatorial optimization problems (COPs) in several
areas, allowing near-optimal solutions to be found within an
acceptable computational time frame. One successful example is
the hybridization of the Greedy Randomized Adaptive Search Pro-
cedure (GRASP) metaheuristic (Resende and Ribeiro, 2016) with
data mining techniques (Martins et al., 2018).

Previous work that explored data science in combinatorial opti-
mization produced highly significant results for several problems
(Ribeiro et al., 2006; Santos et al., 2008; Plastino et al., 2011;
Plastino et al., 2014; Barbalho et al., 2013; Guerine et al., 2016;
Maia et al., 2018; Martins et al., 2018). Data-mining-hybridized
heuristics were able to find solutions of higher quality while
spending less computational time when compared to their non–
hybridized counterparts and other state-of-the-art heuristics. They
applied patterns (found by data mining procedures) to guide the
construction of initial solutions.

The difficulty in solving a COP is due to the fact that its solution
space grows exponentially with its size. Therefore, problem size
reduction (PSR) – which consists of reducing the size of a problem

instance, then solving the reduced instance and expanding it back
– has been found to be a very useful strategy in this context, espe-
cially in the case of large-scale problems, since it can significantly
reduce the search space of a COP (Gavish and Srikanth, 1986;
Fischer and Merz, 2007; Delgadillo et al., 2016).

Building upon these ideas, in this paper, we present an
approach named MineReduce, which uses mined patterns to per-
form problem size reduction. Previous methods that also incorpo-
rate data mining techniques into metaheuristics, in general, use the
mined patterns as a starting point for the construction of initial
solutions (Martins et al., 2018). MineReduce, on the other hand,
performs a PSR procedure by removing or merging elements that
are in a pattern, finding a solution to the reduced instance, and
expanding the solution found, which will be used as the starting
point for a local search on the original solution space.

In order to validate the MineReduce approach, we have applied
it to extend a previous and state-of-the-art heuristic for the hetero-
geneous fleet vehicle routing problem (HFVRP), obtaining signifi-
cantly better results in terms of both solution quality and
computational time.

So, the main contribution of this work is twofold: an approach
based on the idea of using mined patterns to perform PSR, and a
state-of-the-art heuristic for solving the HFVRP based on this
approach. The outcomes of computational experiments carried
out on a large quantity of HFVRP instances from extensively used

https://doi.org/10.1016/j.cor.2020.104995
0305-0548/� 2020 Elsevier Ltd. All rights reserved.
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collections affirm the effectiveness of the proposed heuristic. The
results show that the proposed heuristic based on MineReduce
demonstrates superior performance when compared with a
state-of-the-art heuristic proposed by Penna et al. (2013a), which
served as a baseline for the development of our proposal, and also
with a recent hybrid data mining approach proposed for the prob-
lem (Maia et al., 2018), achieving better solution costs with shorter
run times. Furthermore, new best solutions to 22 instances were
found.

Additionally, we have compared the results obtained by our
proposed heuristic to those reported by Kochetov and Khmelev
(2015) and Penna et al. (2019) for their state-of-the-art algorithms.
MineReduce proved to be very competitive in this comparison,
especially for large instances.

The remainder of this article is organized as follows. Section 2
presents a brief review of related work. Section 3 introduces the
MineReduce approach. Section 4 describes the application of the
MineReduce approach to the HFVRP. In Section 5, the outcomes
from experiments using the MineReduce-based heuristic are ana-
lyzed and compared with those obtained using previous heuristics.
Finally, Section 6 provides conclusions and directions for future
work.

2. Related work

This section presents a brief review of related work regarding
hybrid data mining heuristics (Section 2.1) and PSR in the context
of combinatorial optimization (Section 2.2).

2.1. Hybrid data mining heuristics

One successful example of hybrid data mining heuristic is the
proposal of a hybrid version of the GRASP metaheuristic which
incorporates a data mining module (Ribeiro et al., 2006), called
Data Mining GRASP (DM-GRASP). The basic idea of this hybrid
metaheuristic is that patterns found in good solutions can be used
to guide the search, leading to more effective exploration of the
solution space. In this hybrid version, after the execution of half
of the GRASP iterations, a data mining procedure is applied to
extract patterns from an elite set composed of the best solutions
found up to that point. These patterns represent features found
in the elite set of solutions and are used to guide the search in
the second half of the iterations. It has been successfully applied
to the set packing (Ribeiro et al., 2006), maximum diversity
(Santos et al., 2005), server replication for reliable multicasting
(Santos et al., 2006), p-median (Plastino et al., 2011; Martins
et al., 2018), 2-path network design (Barbalho et al., 2013) and
one-commodity pickup-and-delivery traveling salesman (Guerine
et al., 2016) problems. A survey of this approach has been pre-
sented by Santos et al. (2008).

Subsequently, a new version of the DM-GRASP metaheuristic,
called Multi-Data Mining GRASP (MDM-GRASP), was proposed
(Plastino et al., 2014). The main idea underlying this version is to
run the data mining procedure multiple times in an adaptive mode.
MDM-GRASP has also been applied to the p-median (Plastino et al.,
2011), 2-path network design (Barbalho et al., 2013), server repli-
cation for reliable multicasting (Plastino et al., 2014) and one-
commodity pickup-and-delivery traveling salesman (Guerine
et al., 2016) problems, and it has achieved better results than those
obtained by DM-GRASP, not only in terms of solution quality but
also concerning computational time.

Recently, the data mining techniques used in DM-GRASP and
MDM-GRASP have been incorporated into a multi-start ILS (MS-
ILS) heuristic for the HFVRP, resulting in the state-of-the-art hybrid
heuristics DM-MS-ILS and MDM-MS-ILS (Maia et al., 2018).

A survey of heuristics that incorporate data mining procedures
was presented by Martins et al. (2018).

2.2. Problem size reduction

Any approach for solving a COP relies on some form of search on
its solution space, which is the domain of the function to be opti-
mized. Solving a COP is usually a hard task because its solution
space grows exponentially with its size. Therefore, PSR is beneficial
in this context, especially in the case of large-scale COPs (Gavish
and Pirkul, 1985; Gavish and Pirkul, 1985; Gavish and Srikanth,
1986).

The size of a COP is defined by its decision variables, i.e., the
dimensions of its solution space. Hence, PSR techniques have the
aim of reducing the number of decision variables of the problem.

The general process of PSR techniques consists of: (i) transform-
ing a problem P into a modified problem P0 such that the number of
decision variables of P0 is smaller than the number of decision vari-
ables of P, (ii) solving P0, and (iii) transforming the solution to P0

into a solution to P.
The application of this procedural framework is exemplified by

the Reduce-Optimize-Expand (ROE) method (Montiel et al., 2013).
In the first step (reduce), the ROE method reduces the size of prob-
lem instances just before the application of a solving algorithm.
Once the reduction is achieved, the next step (optimize) is the
application of a combinatorial optimization method, exact or
heuristic, to obtain an optimal or suboptimal solution. Then it exe-
cutes the last step (expand) to obtain the final result.

Size reduction is naturally the most crucial procedure in the PSR
process since better decisions in this step will produce solutions of
better quality in the subsequent stages (Montiel et al., 2013;
Montiel and Delgadillo, 2015; Delgadillo et al., 2016). Strategies
to make these decisions are highly dependent on the structure
and features of the problem, so they vary significantly among dis-
tinct classes of COPs.

One general form of accomplishing size reduction is fixing val-
ues of decision variables, which can be regarded as fixing elements
either in or out of the solution. This kind of reduction is common
for many classes of COPs, like routing problems, which include
the HFVRP. For example, in binary formulations of classical routing
problems – such as the traveling salesman problem (TSP) or the
vehicle routing problem (VRP) – the decision variables refer to
edges in the problem instance graph. The value set to a variable
indicates whether the corresponding edge is in (one) or out of
(zero) the solution.

Analyzing routing problems as graph-based models, which is
typical for this class of problems, approaches to reduce the size
of an instance can be either vertex-based or edge-based, as stated
by Fischer and Merz (2007) for the TSP. In a vertex-based approach,
subsets of vertices are merged into one single vertex or cluster-
vertex. In an edge-based approach, a sequence of edges is merged
into one single edge or fixed-path-edge. In both cases, what is
implicitly done is also fixing the values of decision variables.

Studies found in the literature in which PSR has been success-
fully applied to routing problems include those by Gavish and
Srikanth (1986); Min (1991), Barnhart et al. (2002); Fischer and
Merz (2007), Ramos and Oliveira (2011); Lin (2011), Montiel
et al. (2013); Montiel and Delgadillo (2015) and Delgadillo et al.
(2016).

Work on the multilevel paradigm, which involves the recursive
application of the PSR steps, has provided evidence that it can aid
metaheuristics to find better solutions faster for some COPs
(Walshaw, 2008). In a multilevel optimization method, the original
problem instance is recursively coarsened (reduced), creating a
multilevel hierarchy of reductions. An initial solution is found (at
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the coarsest level) and then, at each level in reverse order, itera-
tively expanded to a solution to the parent level’s instance and
refined, usually with a local search algorithm.

Chen (2015) proposed a fix-and-optimize approach for mixed
integer programming problems. It decomposes the original prob-
lem by fixing values of binary variables based on their interrelated-
ness. That approach has also been integrated into a variable
neighborhood search framework, achieving excellent results for
lot sizing (Chen, 2015; Li et al., 2017) and transportation (Toschi
et al., 2018) problems.

Blum et al. (2016) introduced a hybrid metaheuristic called
Construct, Merge, Solve & Adapt (CMSA). It is based on the idea
of generating solutions, reducing the original instance by merging
the components in the generated solutions (in a way such that a
solution to the original instance can be derived from a solution
to a reduced instance), solving the reduced instances to optimality,
and adapting these reduced instances based on an ageing mecha-
nism. The CMSA metaheuristic has achieved good results for some
COPs, like the minimum common string partition (Blum et al.,
2016; Blum and Raidl, 2016), the minimum covering arborescence
(Blum et al., 2016), and the repetition-free longest common subse-
quence (Blum et al., 2016).

Kenny et al. (2019) presented another hybrid metaheuristic,
based on a strategy known as ‘‘merge search”, which has some sim-
ilarities with CMSA. The main difference between them is that,
while CMSA generates solutions from scratch, the merge search
algorithm starts with a single initial seed solution and uses local
search to generate a population of neighbouring solutions to the
initial seed solution. Then it goes through an iterative process of
generating a population, merging, and solving the reduced instance
using an exact method. The merging procedure is based on the
intersections between all of the solutions in the population. The
solution to a reduced instance becomes the initial seed solution
to the next generation. As each iteration produces a new set of
solutions, there is no need for an ageing mechanism to regulate
the population. This metaheuristic has achieved excellent results
for the constrained pit problem.

3. The MineReduce approach

Several multi-start heuristics, such as the GRASP-based ones,
perform a sequence of independent iterations, composed of a gen-
eration phase and a local search phase. The generation phase builds
an initial solution and, in general, consists of the application of
more straightforward methods, usually based on a combination

of greedy and random strategies. Most of the computational effort
is employed in the local search phase, which improves the initial
solution.

Previous approaches that incorporate data mining into these
heuristics eliminate the independence of their iterations by intro-
ducing a memory mechanism into them. At some point, iterations
begin to benefit from knowledge accumulated in previous itera-
tions. This knowledge – patterns mined from an elite set of solu-
tions – is used to generate better initial solutions.

The data mining procedure in these approaches relies on the
FPmax* algorithm (Grahne and Zhu, 2003), which mines maximal
frequent itemsets. An itemset is considered to be frequent if it
achieves a given minimum support, i.e., if it is present in at least
a given minimum number of the elite set solutions. Hence, mined
patterns are composed of items that frequently appear together in
the sub-optimal solutions of the elite set. Intuitively, it is assumed
these items should likely be part of the best solutions to the prob-
lem. Thus, they are included in initial solutions.

With the MineReduce approach, we build upon these ideas.
Since we assume the mined patterns should likely be part of the
best solutions to a problem instance, then they could be well-
suited for reducing the size of that instance. The items in a pattern
could, for example, be fixed in the solution, which in turn would be
equivalent to fixing values of decision variables related to those
items. Another possibility is that the items in a pattern could be
merged in a condensed representation, also producing a reduced-
size instance.

Fig. 1 presents the general framework of the MineReduce
approach. Its first steps are to build an elite set of solutions and to
mine patterns from this set. These steps are supposed to be done
like in the previous approaches (Martins et al., 2018), i.e., the best
solutions found are stored in the elite set until it becomes stable
(unaltered for a given period), which triggers the data mining
procedure.

The subsequent steps compose a full PSR process, which is
intended to replace the heuristic’s initial solution generation pro-
cedure. The Reduce step uses a pattern p to transform a problem
instance I into a reduced-size instance I0. The Optimize step is
accomplished through the application of the heuristic’s original
optimization procedures to I0. In the Expand step, the solution to
I0 is transformed into a solution to I, which concludes the
MineReduce-based generation of an initial solution.

This modified constructive method is what makes MineReduce
different from the previous approaches that also incorporate data
mining techniques into metaheuristics. Previous methods derived

Fig. 1. Framework of the MineReduce approach.
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from the DM-GRASP and MDM-GRASP metaheuristics – e.g., the
hybrid heuristics for the HFVRP proposed in (Maia et al., 2018) –
use the mined patterns only as a starting point for the construction
of initial solutions. MineReduce, on the other hand, performs a pro-
cedure that reduces the original instance by deleting or merging
elements that are in a pattern, finds a solution to the reduced
instance and expands the solution found, which will be used as
the starting point for a local search on the original solution space.

In this sense, the MineReduce approach shares some aspects
with the multilevel paradigm (Walshaw, 2008). Each iteration after
the first call to the data mining procedure reduces the problem
instance to a ‘‘coarser” level, finds a solution to the reduced
instance, expands the solution (back to the original instance’s
level) and refines it with a local search. In this case, the number
of levels is constant (two), but the main difference resides in the
reduction strategy. In the multilevel paradigm, this is often done
through adaptation of construction heuristics, whereas the MineR-
educe approach relies on the use of patterns extracted from an elite
set of solutions through data mining techniques.

Regarding the reduction strategy, the MineReduce approach is
closer to merge search algorithms (Kenny et al., 2019), which
reduce instances by merging variables based on the intersections
observed in a set of solutions. MineReduce’s reduction strategy also
relies on similarities observed in a set of solutions. However, they
differ significantly in how they build such a set of solutions and in
how similarities between its solutions are characterized and
identified.

4. Application of the MineReduce approach to the HFVRP

This section presents the application of the MineReduce
approach to extend the MS-ILS heuristic for the HFVRP proposed
by Penna et al. (2013a).

4.1. The HFVRP

The HFVRP is described as follows. Let G ¼ ðV ;AÞ be a directed
graph, where V ¼ f0;1; . . . ;ng is a set composed of nþ 1 vertices
and A ¼ fði; jÞ : i; j 2 V ; i– jg is the set of arcs. Vertex 0 is the depot,
where the vehicle fleet is located, whereas the set V 0 ¼ V n f0g con-
sists of the remaining vertices representing the n customers. Each
customer i 2 V 0 is associated with a non-negative demand qi. The
fleet consists of m distinct vehicle types, which compose a set
M ¼ f1; . . . ;mg. For each vehicle type u 2 M, there are mu vehicles
available, each with a capacity Qu and a fixed cost f u. Finally, for
each combination of an arc ði; jÞ 2 A and a vehicle type u 2 M, there
is an associated cost cuij ¼ dijru, where dij is the distance between
vertices i and j and ru is the dependent (variable) cost per unit dis-
tance associated with the vehicle type u.

A route is defined by a pair ðR;uÞ, where R ¼ ði1; i2; . . . ; ijRjÞ;
i1 ¼ ijRj ¼ 0, and fi2; . . . ; ijRj�1g#V 0; that is, each route is a circuit
in G that starts and ends at the depot and is assigned to a vehicle
of type u 2 M. A route ðR;uÞ is feasible if the sum of the demands
of all customers on R does not exceed the capacity Qu of the vehicle
assigned to it. The cost of a route is the sum of the fixed cost of the
assigned vehicle and the dependent costs associated with each of
the traversed arcs in combination with the vehicle type. Thus,
the aim is to discover feasible routes such that each customer is
visited precisely once, the total quantity of routes assigned to vehi-
cles of each type u 2 M does not exceed mu, and the sum of all
route costs is minimized.

HFVRP instances are typically categorized with respect to cer-
tain criteria. Two primary classes are related to the limitations

on the fleet. The problem that characterizes the first class, known
as the Fleet Size and Mix (FSM) problem (Golden et al., 1984),
can be considered as a particular case of the above definition in
which mu ¼ 1;8u 2 M. Therefore, this problem consists of identi-
fying the best composition of the fleet as well as its best routing
scheme. For the second category of instances, in which the fleet
is limited, the corresponding problem is known as the Heteroge-
neous Fixed Fleet VRP (HFFVRP) (Taillard, 1999) and consists of
optimizing the routing for an available fixed fleet.

The FSM and HFFVRP classes may be further subdivided with
respect to the types of vehicle costs considered. The possibilities
are as follows: both fixed and dependent costs (the general case),
fixed costs only (a particular case in which ru ¼ 1;8u 2 M), or
dependent costs only (a particular case in which f u ¼ 0;8u 2 M).
Five subclasses of FSM and HFFVRP instances with respect to this
criterion are differentiated in the literature: (1) the FSM problem
with both fixed and dependent costs, denoted by FSM-FD
(Ferland and Michelon, 1988); (2) the FSM problem with fixed
costs only, denoted by FSM-F (Golden et al., 1984); (3) the FSM
problem with dependent costs only, denoted by FSM-D (Taillard,
1999); (4) the HFFVRP with both fixed and dependent costs,
denoted by HFFVRP-FD (Li et al., 2007); and (5) the HFFVRP with
dependent costs only, denoted by HFFVRP-D (Taillard, 1999). To
the best of our knowledge, the HFFVRP with fixed costs only has
never been addressed.

An overview of the strategies in the literature for solving the
HFVRP can be found in a survey by Baldacci et al. (2008). A litera-
ture survey of this problem that focuses on industrial aspects of the
FSM problem has been presented by Hoff et al. (2010). A more
recent literature survey on the HFVRP has been presented by Koç
et al. (2016). The latter provides a computational comparison
among state-of-the-art algorithms. It indicates that the best perfor-
mances for the FSM problem had been achieved by the algorithms
proposed by Choi and Tcha (2007); Penna et al. (2013a) and Vidal
et al. (2014), whereas the best performances for the HFFVRP had
been achieved by the algorithms proposed by Li et al. (2007); Liu
(2013), Penna et al. (2013a) and Subramanian et al. (2012). After
publication of the survey by Koç et al. (2016), other heuristic
strategies presented competitive results (Maia et al., 2018; Penna
et al., 2019) and an exact method found new optimal solutions
for some instances (Pessoa et al., 2018).

Multi-start heuristics based on the Iterated Local Search (ILS)
metaheuristic, in particular, have presented competitive results
when applied to vehicle routing problems (Subramanian et al.,
2012; Penna et al., 2013a; Penna et al., 2013b; Penna et al.,
2019). Recently, hybrid heuristics for the HFVRP based on the
incorporation of data mining strategies into the state-of-the-art
MS-ILS heuristic of Penna et al. (2013a) were proposed and demon-
strated superior performance compared with the original heuristic,
achieving better solution costs with shorter run times (Maia et al.,
2018). Therefore, the MS-ILS heuristic, described in the next sec-
tion, was chosen as the basis for the application of the MineReduce
approach. We compared the heuristic proposed in this work to the
MS-ILS heuristic of Penna et al. (2013a) and to its hybrid version
called MDM-MS-ILS, presented in (Maia et al., 2018).

4.2. MS-ILS heuristic

In this section, we describe – in a high level of abstraction (we
suppress details that are irrelevant for the context of this work) –
the MS-ILS (Multi-Start Iterated Local Search) heuristic proposed
by Penna et al. (2013a) for solving the HFVRP, which served as a
basis for the MineReduce heuristic proposed in this work. The steps
of the MS-ILS are presented in Algorithm1.
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Algorithm1 MS-ILSðMaxIterÞ
1: f ðs�Þ  1
2:for i 1 to MaxIter do
3: s GenerateInitialSolutionðÞ
4: s0  ILSðsÞ
5: if f ðs0Þ < f ðs�Þ then
6: s�  s0

7: end if
8: end for
9: return s�

The multi-start heuristic is run forMaxIter iterations (lines 2–8).
In each iteration, a constructive procedure (GenerateInitialSolu-
tionðÞ) applies a mix of simple greedy and randomized strategies
for producing an initial solution (line 3). In the local search phase,
the ILS heuristic is used to enhance the generated initial solution
(line 4). If the solution s0 returned by the ILS heuristic represents
an improvement in cost, as given by the function f, then the best
overall solution s� is updated (lines 5–7). After the execution of
the MaxIter multi-start iterations, the best solution found is
returned (line 9).

4.3. MineReduce-MS-ILS

The high-level structure of a general MineReduce-based multi-
start metaheuristic (MineReduce-MS) is presented in Algorithm2.
It uses the same strategies from the MDM-GRASP metaheuristic
(Plastino et al., 2014) for building the elite set and triggering the
data mining procedure. Its more distinctive aspect is the use of a
MineReduce-based initial solution generation procedure (line 12).

Algorithm2 MineReduce-MSðMaxIter; d;MaxP;MinSup; dÞ
1: f ðs�Þ  1
2:E Ø
3: P  Ø
4: for i 1 to MaxIter do
5: if StableðE; dÞ then
6: P  MineðE;MaxP;MinSupÞ
7: end if
8: if P ¼ Ø then
9: s GenerateInitialSolutionðÞ
10: else
11: p NextPatternðPÞ
12: s MineReduceGenerationðpÞ #MineReduce-based

generation phase
13: end if
14: s0  LocalSearchðsÞ
15: UpdateEliteSetðE; s0; dÞ
16: if f ðs0Þ < f ðs�Þ then
17: s�  s0

18: end if
19: end for
20: return s�

Like in several typical multi-start metaheuristics, each iteration
in this algorithm is composed of a generation phase (lines 8–13)
and a local search phase (line 14). However, some differences can
be observed. Whenever the elite set E becomes stable the data min-
ing procedure is triggered – if the data mining procedure has not
been called yet, E is stable if it has not been modified in the last
d iterations; otherwise, E is stable if it has been modified after
the last call to the data mining procedure but has not been modi-

fied in the last d iterations. The data mining procedure returns a set
P composed of the MaxP largest patterns found with the minimum
supportMinSup (lines 5–7), which are arranged in decreasing order
by size, forming a circular list. In the early iterations, when data
mining has not yet been carried out and the pattern set P is there-
fore still empty, the initial solutions are generated through a tradi-
tional constructive procedure, based on a combination of greedy
and random strategies (line 9). Once data mining has been per-
formed, each initial solution is then generated through the
MineReduce-based procedure (MineReduceGenerationðpÞ) using a
pattern p picked from the current pattern set P following the
sequence of the circular list (lines 11–12). After the local search
phase (line 14), the elite set is updated (line 15), as is the best solu-
tion in case of improvement (lines 16–18).

The pseudo-code of the MineReduce-based constructive
method, which implements the PSR steps defined in Fig. 1, is pre-
sented in Algorithm 3. It is worth observing that the processed
instance I is regarded as an implicit input.

Algorithm3 MineReduceGenerationðpÞ
1: l ReduceInstanceðpÞ #Reduce step – I is reduced into

I0

2: s0  GenerateInitialSolutionðÞ #Optimize step (lines 2–
3) – over I0

3: s0  LocalSearchðs0Þ
4: s ExpandSolutionðs0;lÞ #Expand step – generates a

solution to I
5: return s

In the Reduce step, the instance is reduced based on the pro-
vided pattern p, returning a map l that associates elements of
the reduced instance to their corresponding elements in the origi-
nal instance (line 1). The Optimize step consists of the application
of one complete iteration of the multi-start metaheuristic (genera-
tion and local search) to the reduced instance. An initial solution to
the reduced instance is generated (line 2), and then a local search
starting from it is performed (line 3). Finally, in the Expand step,
the solution found in the local search is expanded based on the
map l (line 4) and returned (line 5).

The proposed MineReduce-MS-ILS heuristic is the application of
the MineReduce approach on the MS-ILS proposed by Penna et al.
(2013a). It is, therefore, an implementation of Algorithm2 where
the local search (line 14) is performed by the ILS procedure from
Algorithm1.

In this proposal, solutions in the elite set are represented as sets
of arcs instead of sequences of vertices. This representation allows
the application of the data mining procedure to extract maximal
frequent itemsets. As described in Section 4.1, each route in the
HFVRP is represented by a pair ðR;uÞ, where R ¼ ði1; i2; . . . ; ijRjÞ is a
list of vertices, ordered according to the defined visiting sequence,
and u is the type of vehicle assigned to the route. In the adopted
alternative representation, for each route ðR;uÞ, the list R is decom-
posed into a set of arcs fði1; i2Þ; ði2; i3Þ; . . . ; ðijRj�1; ijRjÞg. Then, the
vehicle type u is assigned to each arc in the set, resulting in a set
in which each element is a pair composed of an arc
ðir ; irþ1Þ; r ¼ 1;2; . . . ; jRj � 1, in R and the vehicle type u, with the
form fðði1; i2Þ;uÞ; ðði2; i3Þ;uÞ; . . . ; ððijRj�1; ijRjÞ;uÞg. An arc must be pre-
sent and associated with the same vehicle type in a minimum
number of solutions in the elite set to belong to a pattern. Conse-
quently, the patterns mined are formed of route segments, each
one with a vehicle type assigned.

This pattern mining scheme for the HFVRP has been adopted in
hybrid versions of the MS-ILS heuristic proposed in (Maia et al.,
2018). However, these previous MS-ILS extensions used mined pat-
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terns only as a starting point for the construction of initial solu-
tions. Specifically, the constructive procedure used the route seg-
ments of a mined pattern, with their respective vehicle types
assigned, as the initial routes of the solution, and afterwards com-
pleted the solution by inserting the remaining customers.

In MineReduce-MS-ILS, the Reduce step of MineReduce relies on
the use of patterns mined from the elite set to perform a vertex-
based PSR procedure by merging customer vertices that appear
consecutively (in the same route segment) in a pattern into one
customer cluster vertex.

In a binary formulation of the HFVRP, decision variables are
defined as: xkij ¼ 1 if a vehicle of type k travels from customer i to

customer j; and xkij ¼ 0 otherwise. Therefore, differently from the
classic VRP, in this case, a vertex-based PSR procedure is not equiv-
alent to fixing values of decision variables. Instead, the original set
of decision variables is replaced by a smaller one (since the set of
customers is reduced), and the values of the variables in the orig-
inal set are defined by the values of the corresponding variables
in the reduced set.

For using this strategy, it is necessary to extend the HFVRP
model presented in Section 4.1. Since it must be possible to repre-
sent a route segment as a customer vertex, each customer i 2 V
must have an associated li value corresponding to the length of
the underlying route segment. This value is used to calculate the
cost cui ¼ liru, which represents the variable cost for a vehicle of
type u to traverse the route segment represented by i, for each
combination of a customer i 2 V and a vehicle type u 2 M. Cus-
tomer vertices of regular (non-reduced) instances, as well as cus-
tomer vertices of reduced instances that are not customer cluster
vertices, have length 0. The cost of a route becomes, in this
extended model, the sum of the fixed cost of the vehicle associated
with the route and the variable costs associated (i) with the com-
bination between the vehicle type and each of the traversed arcs,
and (ii) with the combination of the type of vehicle and each of
the visited customer vertices.

Let G ¼ ðV ;AÞ be a directed graph associated with an HFVRP
instance and p a pattern consisting of a set of route segments in
that instance, each segment defined by a pair ðR0;uÞ, where
R0 ¼ ði1; i2; . . . ; ijR0 jÞ. Let G� ¼ ðV�;A�Þ be a directed graph associated
with a reduced version of the instance associated with G based
on p. Such a reduced version can be obtained as follows. Initially,
G� is defined as a copy of G. For each route segment ðR0;uÞ 2 p, each
of the customers in R0 is removed from G� – that is, the vertex cor-
responding to the customer is removed from V� and the arcs that
connect that vertex to the others are removed from A�. Also, a cus-
tomer cluster vertex iR0 corresponding to the route segment is
added to V� and arcs connecting iR0 to the other vertices in V� are

added to A�. The demand for iR0 is given by qiR0
¼PjR0 j

r0¼1qir0
, that is,

the sum of customer demands in R0. The distance from each vertex
i� 2 V� to iR0 is given by di� iR0 ¼ di� i1 , that is, the distance from i� to i1
(the first customer in R0). The distance from iR0 to each vertex i� 2 V�

is given by diR0 i
� ¼ dijR0 j i

� , that is, the distance from ijR0 j (the last cus-

tomer in R0) to i�. Finally, the length of iR0 is given by

liR0 ¼
PjR0 j�1

r0¼1 dir0 ir0þ1 , that is, the sum of the distances between consec-

utive customers in R0.
From the definition of a reduced instance described above, it is

noted that, even if all distances dij associated with the arcs ði; jÞ 2 A
are symmetric for an instance of the HFVRP (i.e., dij ¼ dji;8i; j 2 V), a
reduced version will present asymmetric distances associated with
the arcs in A� that connect customer cluster vertices to the other
vertices in V�. This detail is relevant because many of the
approaches proposed for the HFVRP handle only instances with
symmetric distances or treat symmetric and asymmetric instances

differently. Fig. 2 shows the reduction of an HFVRP instance based
on a mined pattern.

Fig. 2(a) presents a representation of the graph G ¼ ðV ;AÞ in the
extended model described above. In this representation, the circu-
lar vertices (customers) present, in addition to the value of the
demand, the value of the length (to the right) of the corresponding
customer. In this non-reduced instance, all customer vertices have
length 0. The pattern used in the presented reduction is high-
lighted in the graph of Fig. 2(a). This pattern consists of a single
route segment: ðR01;u1Þ, where R01 ¼ ðd; e; f Þ. The graph
G� ¼ ðV�;A�Þ associated with the reduced version of the instance
is presented in Fig. 2(b). The customer vertices in R01 are replaced
in the graph by a customer cluster represented by the vertex g. This
customer cluster’s demand qg is given by the sum of the demands
of the customers it replaces: qg ¼ qd þ qe þ qf ¼ 4þ 2þ 2 ¼ 8. The
distance from each of the other vertices to g is given by the dis-
tances from these vertices to d (first customer in R01):
dDg ¼ dDd ¼ 3; dag ¼ dad ¼ 5; dbg ¼ dbd ¼ 4 and dcg ¼ dcd ¼ 3. The
distance from g to each of the other vertices is given by the dis-
tances from f (last customer in R01) to these vertices:
dgD ¼ dfD ¼ 1; dga ¼ dfa ¼ 2; dgb ¼ dfb ¼ 2 and dgc ¼ dfc ¼ 4. Finally,
the length lg of g is given by the sum of the distances between con-
secutive customers in R01 : lg ¼ dde þ def ¼ 2þ 2 ¼ 4.

Fig. 2. An example of reduction of an HFVRP instance based on a mined pattern.
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5. Computational results

This section reports the results of the experiments carried out.
The MineReduce-based heuristic, called MineReduce-MS-ILS
(MineReduce for short), is evaluated and compared to the MS-ILS
heuristic proposed by Penna et al. (2013a) and to its previous
hybrid data mining version, MDM-MS-ILS (Maia et al., 2018).

In these experiments, we used the 96 HFFVRP-FD instances
described by Duhamel et al. (2010), which are divided into four
sets: Set 1, with 15 instances, each with fewer than 100 customers;
Set 2, with 38 instances, each with 100 to 150 customers; Set 3,
with 31 instances, each with 151 to 200 customers; and Set 4, with
12 instances, each with more than 200 customers.

The MineReduce-MS-ILS heuristic was implemented based on
the original source code for the MS-ILS heuristic. All of the three
heuristics were compiled using the GCC C++ compiler (g++) version
4.8.2. The experiments were run on an Intel� CoreTM i7-5500U
2.40 GHz CPU with 8 GB of RAM running Windows 10 (x64). Each
heuristic was executed 20 times, using distinct random number
seeds, for each instance. In each case, we present the following val-
ues obtained over the 20 runs: best solution cost, average solution
cost and average computational time (in seconds).

Additionally, we have compared the results obtained by MineR-
educe to those obtained by the state-of-the-art algorithms of
Kochetov and Khmelev (2015) and Penna et al. (2019). In this com-
parison, we have considered their reported results since we did not
have the chance to run experiments with their algorithms.

We report the parameters setting in Section 5.1. Section 5.2 pre-
sents the main results, with comprehensive comparisons of the
performance of the heuristics tested, as well as comparisons
between the results obtained by MineReduce and the results
reported in the literature for other state-of-the-art algorithms.
Lastly, we present the results of additional experiments carried
out to further inspect the behavior of the tested heuristics in
Section 5.3.

5.1. Parameters setting

The MS-ILS heuristic has only two parameters, both related to
stopping criteria: MaxIter, which is the number of multi-start iter-
ations, and b, which is used in the calculation of the maximum
number of consecutive perturbations allowed without improve-
ments in the ILS (MaxIterILS ¼ nþ bv). It has been previously
observed that the quality of the solutions and the computational
time tend to increase as the values of MaxIter and b are increased
(Penna et al., 2013a), which was expected since they define the
number of trials given to the algorithm. Therefore, the question
of choosing values for these parameters is a trade-off between
solution quality and computational time. In these experiments,
we have adopted the following values for these parameters (for
all of the heuristics): MaxIter ¼ 100, which was adopted by Maia
et al. (2018), and b ¼ 5, which was recommended by Penna et al.
(2013a).

For tuning the other parameters of the hybrid heuristics (MDM-
MS-ILS and MineReduce), related to the data mining procedure, we

have used the irace package, which is a software package that
implements iterated racing procedures that have been successfully
used to configure various state-of-the-art algorithms (López-Ibáñ
ez et al., 2016). Specifically, we have used irace to derive a set of
appropriate parameter values for each heuristic. The list of training
instances (which have been taken out of the comparisons in Sec-
tion 5.2) was composed of the first instance of each set – i.e.,
instances 01, 03, 02 and 18 from Sets 1, 2, 3 and 4 of Duhamel
et al. (2010), respectively. We have defined as the stopping crite-
rion for irace a maximum total execution time (irace’s maxTime
parameter) of 45 h. Besides the stopping criterion, we have used
irace’s default configuration.

Table 1 presents the results of the tuning process. The first three
columns identify the parameters, their descriptions, and the sets of
candidate values provided to irace, respectively. The remaining
columns present the best configurations found by irace for each
heuristic, which we have used in the experiments reported in this
work.

5.2. Main results

This section presents the main results obtained in our computa-
tional experiments. For each set of instances, one table presents the
results as follows. There is one row for each instance (I), containing
the best known solution (BKS) cost reported in the literature – with
the indication of the references reporting it (letter marks) – and the
results achieved by the compared heuristics. Two extra rows are
included at the bottom. The first indicates the number of times
each heuristic attained the best result (# of wins), whereas the sec-
ond indicates the average percentage difference (APD) obtained by
the hybrid heuristics – i.e., the mean of the percentage differences
in average cost or time for each of the hybrid heuristics compared
to the MS-ILS heuristic. In the comparisons, the best values among
all heuristics are in boldface. Costs equal to the BKS are shown in
italic and the new best solutions found (i.e., solutions that are bet-
ter than the previously best known solutions) are underlined.

Moreover, we present an assessment of the statistical signifi-
cance of the variations in the average costs achieved by the com-
pared heuristics. For this evaluation, we have used a one-tailed
paired Student’s t-test per instance for each pair of heuristics
(MS-ILS vs. MineReduce and MDM-MS-ILS vs. MineReduce), with
a significance level of 5%. The statistically significant differences
are indicated, for each instance, in the average cost column of
the heuristic that has the advantage.

Table 2 presents the comparison of the results for the instances
from Set 1 of Duhamel et al. (2010). For this set, composed of small
instances, the overall results were balanced regarding solution
quality, with small differences between the heuristics. Regarding
the average times, on the other hand, MineReduce obtained the
best values for all instances and the best, and expressive, APD
(�63.72%). A new best solution to instance 39 was found by all
heuristics.

Table 3 presents the comparison of the results for the instances
from Set 2 of Duhamel et al. (2010). MineReduce outperformed the
other heuristics, achieving the best average costs for 26 of the 37

Table 1
Parameters tuning for MDM-MS-ILS and MineReduce with the irace package.

Parameter Description Tested values MDM-MS-ILS MineReduce

d Maximum size of the elite set f10;15;20g 10 10
MaxP Maximum size of the patterns set f6::10g 9 6
MinSup Minimum support f0:2;0:3; . . . ;1:0g 0.7 0.2
d Number of iterations without modification in the elite

set for it to be considered stable
f3::7g 3 3
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instances, with an APD of �0.19%. Its advantage was statistically
significant for 22 instances in comparison to MS-ILS and for 19
instances in comparison to MDM-MS-ILS. MineReduce found new
best solutions to five instances and the best known solutions to
12 other instances. Furthermore, MineReduce had the best average
times for all instances, with the expressive APD of �65.09%.

Table 4 presents the comparison of the results for the instances
from Set 3 of Duhamel et al. (2010). MineReduce again outper-
formed the other heuristics, achieving the best average costs for
all 30 instances, with an APD of �0.46%. The differences were sta-
tistically significant for 27 instances in comparison to MS-ILS, and
for 29 instances in comparison to MDM-MS-ILS. MineReduce found
new best solutions to nine instances and the best known solution
to another one. MineReduce also obtained the best average times
for all instances, with an APD of �57.01%.

Table 5 presents the comparison of the results for the instances
from Set 4 of Duhamel et al. (2010). MineReduce once more out-
performed the other heuristics, achieving the best average costs
for all 11 instances, with an APD of �0.52%. The differences were
statistically significant in comparison to both MS-ILS and MDM-
MS-ILS for all instances but one. Furthermore, MineReduce found
new best solutions to six instances and obtained the best average
times for all instances, with an APD of �53.24%.

Finally, we have compared the results obtained by MineReduce
in our experiments to the results reported in the literature for two
other state-of-the-art algorithms: HLS, presented by Kochetov and
Khmelev (2015); and HILS-RVRP, presented by Penna et al. (2019).

The experiments with HLS were run on an Intel� CoreTM i7
2.20 GHz CPU (the specific model was not reported), whereas those
with HILS-RVRP were run on an Intel� CoreTM i7-940 2.93 GHz
CPU. It must be noticed that in both cases only ten runs were per-
formed per instance, whereas we have performed 20 runs of
MineReduce per instance in our experiments.

Since our experiments with MineReduce and those reported
with HLS and HILS-RVRP have been performed on different CPU
models, a fully precise comparison regarding computational time
is not possible. Hence, in order to make this comparison as fair

as possible, we consider an approximate scale ratio to compensate
for the performance differences between the CPUs. The scale ratios
we have adopted were based on the performance ratings from the
PassMark CPU benchmarks (PassMark, 2020). Specifically, as all
three algorithms were tested on single threads, we have used the
single-thread performance ratings from the PassMark benchmarks.

As the specific CPU model used in the experiments with HLS
could not be retrieved, we have assumed it to be the lowest-
performance one among all i7 2.20 GHz models (in order to derive
approximate lower bounds for the computational time reported).
That was the i7-2675QM model. The single-thread ratings for the
i7-2675QM 2.20 GHz (assumed for HLS), the i7-940 2.93 GHz (used
for HILS-RVRP) and the i7-5500U 2.40 GHz (used for MineReduce)
were 1101, 1334 and 1551, respectively. Therefore, the computa-
tional times reported for HLS have been multiplied by the ratio
1101/1551, whereas the ratio 1334/1551 has been used for the
HILS-RVRP computational times.

Table 6 presents a summary of this comparison (the detailed
comparison is presented in Appendix A). HILS-RVRP and MineRe-
duce have presented the best results regarding both solution qual-
ity and computational time. The APD values presented for these
algorithms are relative to HLS. Regarding solution quality, a bal-
ance is observed for the smallest instances (Set 1), whereas HILS-
RVRP has the best results for medium-size instances (Set 2), and
MineReduce presents the best results for the largest instances (Sets
3 and 4). Computational times reported for HILS-RVRP and MineR-
educe are much shorter than those reported for HLS. Between
HILS-RVRP and MineReduce, the former presents shorter computa-
tional times.

5.3. Behavior analysis

To further inspect the behavior of the new MineReduce-based
hybrid heuristic, additional experiments were performed using
instance 02 from Set 3 of Duhamel et al. These experiments were
motivated by those performed in the behavior analysis presented
by Maia et al. (2018).

Table 2
Results – Set 1 of Duhamel et al. (2010).

MS-ILS MDM-MS-ILS MineReduce

I BKS Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time

08 4591.75c–f 4594.07 4596.13 52.1 4591.75 4595.89 44.6 4591.75 4594.20y� 30.2
10 2107.55a–f 2107.55 2107.58 68.1 2107.55 2107.55 56.7 2107.55 2107.55 29.5
11 3367.41d–g 3368.50 3375.86 101.7 3368.50 3374.01 84.6 3367.41 3376.12 49.0
36 5684.61de 5684.62 5704.48 177.8 5684.62 5703.50 153.7 5684.62 5702.82 70.5
39 2921.36f

2920.93 2931.17y 116.5 2920.93 2933.49 104.6 2920.93 2933.75 47.1

43 8737.02c–e 8744.50 8754.30 119.9 8737.02 8751.34� 105.7 8739.36 8756.97 55.7
52 4027.27d–f 4029.42 4029.42y 35.7 4029.42 4029.42� 31.0 4029.42 4030.35 15.6
55 10244.34a–f 10244.34 10255.81y 24.5 10244.34 10258.72� 21.2 10244.34 10313.29 14.0
70 6684.56ef 6688.69 6698.32 57.3 6685.24 6693.99 49.9 6685.24 6695.22 29.8
75 452.85a–g 452.85 452.85 4.2 452.85 452.85 3.4 452.85 452.85 3.2
82 4766.74c–f 4766.74 4771.10 49.6 4766.74 4771.26 46.7 4766.74 4770.34 30.0
92 564.39a–g 564.39 564.39 14.4 564.39 564.39 12.4 564.39 564.39 9.1
93 1036.99b–g 1036.99 1037.18y 15.5 1036.99 1037.28� 13.4 1036.99 1038.38 8.6
94 1378.25a–g 1378.25 1378.25 35.6 1378.25 1378.27 31.6 1378.25 1378.34 17.1

# of wins 10 7 – 13 7 – 13 6 14
APD �0.01% 0.00% �14.28% �0.01% 0.05% �63.72%

y Statistically significant (MS-ILS vs. MineReduce).
� Statistically significant (MDM-MS-ILS vs. MineReduce).
a Duhamel et al. (2010).
b Duhamel et al. (2011).
c Maia et al. (2018).
d Duhamel et al. (2013).
e Penna et al. (2019).
f Penna et al. (2013b).
g Kochetov and Khmelev (2015).
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In the first of these experiments, the heuristics have been run
with 400 iterations. Fig. 3 provides an evaluation of the solution
costs obtained throughout the experiment. The charts in the first
row show, for each heuristic, the solution costs obtained per itera-
tion in the generation and local search phases, whereas the second
row provides enlarged views focusing on the bottom part. In Fig. 4,
the charts exhibit the computational time spent in the generation
and local search phases per iteration. The dashed vertical lines
indicate the iterations preceding a data mining method run.

In Fig. 3, the charts in the first row show that the reduction in
the costs of the solutions generated by MineReduce after data min-
ing is much more expressive than that observed for MDM-MS-ILS.
The enlarged views in the second row show that the costs of gen-
erated solutions fall to a level even lower than that of the costs of
solutions discovered through the local search in previous itera-
tions, and the local search finds even better solutions after each
run of the data mining procedure.

On the other hand, as shown in the last chart of Fig. 4, the com-
putational time spent in the generation phase – which is close to

zero in the first iterations – increases after the first run of the data
mining procedure. This increase is due to the execution of the PSR
process, which includes a local search on a reduced version of the
problem instance. However, the increase in time spent in the gen-
eration phase is compensated by a reduction, quite expressive, in
time spent in the local search phase. The amount of time spent
in the generation and local search phases together per iteration
is significantly reduced after data mining.

The overall reduction in computational time can be explained
by the fact that MineReduce shrinks the problem instance and,
consequently, the search space. Therefore, the first local search
(embedded in the hybrid generation phase, over the reduced
instance) performs a much smaller number of movement evalua-
tions, thus it is much faster. Afterwards, the second local search
(actual local search phase, over the original instance) starts from
a high-quality solution, so it converges faster as well.

In MineReduce, as the charts show, the benefits – reduction of
solution costs and computational time – are intensified after each
execution of the data mining procedure, reaching very low levels in

Table 3
Results – Set 2 of Duhamel et al. (2010).

MS-ILS MDM-MS-ILS MineReduce

I BKS Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time

05 10876.48d 10904.08 10973.10 129.7 10909.01 10950.87 110.8 10876.48 10925.52y� 76.4
06 11688.64d 11771.85 11823.31 186.3 11723.12 11806.50 160.8 11696.83 11761.32y� 125.0
07 8074.64f 8089.72 8149.27 122.0 8088.02 8141.89 105.0 8076.53 8129.35 68.6
12 3543.99a–f 3543.99 3546.89 175.9 3543.99 3546.18 151.0 3543.99 3547.65 82.9
13 6696.43b–d 6708.49 6714.25 256.3 6701.58 6714.60 219.7 6697.58 6706.94y� 102.8
16 4156.97b–f 4156.97 4163.69 253.4 4156.97 4162.15 220.7 4156.97 4163.04 126.1
17 5362.83bd 5365.52 5380.09 120.9 5367.49 5376.80 103.0 5365.94 5381.80 61.3
2A 7793.16b–e 7793.16 7816.48 241.1 7793.16 7807.30 210.2 7793.16 7809.81 113.1
2B 8462.56d 8473.84 8497.01 304.6 8476.92 8502.85 260.1 8453.35 8477.33y� 137.0

21 5139.84cd 5148.03 5160.73 245.1 5139.84 5162.26 214.0 5139.84 5162.74 110.3
25 7206.64b 7209.29 7250.69 537.7 7236.75 7252.06 482.2 7209.50 7231.23y� 281.3
26 6393.47f 6448.79 6458.54 752.0 6418.40 6456.43 668.2 6438.69 6458.32 275.7
28 5530.55d 5531.30 5540.40 378.7 5535.15 5541.76 322.5 5529.05 5537.72y� 171.4

30 6313.39b 6320.14 6343.28y 338.5 6333.82 6346.37 300.5 6331.40 6350.05 117.9
31 4091.52bd 4107.54 4125.63 519.0 4097.97 4122.48 441.9 4091.52 4113.60y 218.8
34 5747.25d 5778.46 5815.53 350.6 5775.58 5815.46 300.6 5765.08 5792.18y� 185.6
40 11118.57d 11129.37 11163.23 300.9 11136.31 11160.28 264.6 11111.89 11140.70y� 162.0

41 7571.44e 7619.76 7715.74 312.6 7619.76 7714.90 279.9 7573.24 7637.37y� 204.9
47 16156.12d 16243.28 16314.30 151.4 16232.57 16299.40 134.4 16156.12 16263.38y� 83.9
48 21287.90e 21287.90 21451.91 194.7 21383.96 21463.82 167.4 21329.71 21413.41y� 99.0
51 7721.47bd 7769.42 7794.11 283.8 7780.04 7794.51� 245.8 7780.04 7804.28 117.0
53 6434.83b–e 6434.83 6455.63 158.8 6434.83 6458.59 138.6 6434.83 6448.50y� 80.4
60 17036.59d 17054.68 17101.45 247.5 17051.56 17090.47 212.9 17045.33 17082.39y 125.2
61 7292.03cd 7294.03 7304.63 200.6 7292.03 7302.24� 181.5 7292.03 7305.89 96.7
66 12783.94d 12809.36 12882.42 646.0 12834.58 12889.40 465.2 12772.07 12839.71y� 295.9

68 8935.89c 8997.40 9079.65 268.8 8991.80 9066.08 203.0 8919.16 8992.62y� 153.9

73 10195.13f 10204.77 10212.39 281.2 10204.77 10213.31 235.0 10203.84 10209.61y� 136.7
74 11586.58d 11595.36 11608.81 299.2 11586.87 11609.91 258.0 11586.87 11599.16y� 150.6
79 7259.54bd 7275.74 7307.53 580.0 7262.91 7292.31 493.6 7262.02 7290.96y 234.8
81 10675.92f 10689.90 10702.57 181.7 10693.70 10706.12 157.3 10693.70 10699.79� 95.1
83 10019.15b 10041.08 10052.44 219.2 10029.79 10047.39 198.3 10019.15 10046.97 124.7
84 7227.88bd 7237.13 7262.42 125.3 7227.88 7258.76� 118.6 7227.88 7267.13 72.4
85 8773.08d 8825.54 8863.32 257.5 8827.98 8862.83 250.9 8827.98 8857.80 171.6
87 3753.87a–f 3753.87 3757.77 127.9 3753.87 3757.13 121.9 3753.87 3755.06y 66.2
88 12388.23d 12429.11 12512.64 156.9 12429.11 12494.25 153.4 12402.85 12447.06y� 118.6
89 7086.36d 7105.15 7128.66 245.1 7100.90 7126.66 233.5 7095.33 7110.97y� 140.0
90 2346.13b 2347.81 2358.88 105.3 2346.43 2357.25 87.0 2346.43 2357.59 54.8

# of wins 12 3 – 11 8 – 29 26 37
APD �0.01% �0.04% �13.71% �0.15% �0.19% �65.09%

y Statistically significant (MS-ILS vs. MineReduce)
� Statistically significant (MDM-MS-ILS vs. MineReduce)
a Duhamel et al. (2010)
b Duhamel et al. (2013)
c Penna et al. (2013b)
d Penna et al. (2019)
e Maia et al. (2018)
f Kochetov and Khmelev (2015)
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Table 4
Results – Set 3 of Duhamel et al. (2010).

MS-ILS MDM-MS-ILS MineReduce

I BKS Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time

04 10748.17e 10792.86 10827.34 550.9 10772.57 10820.86 470.5 10725.96 10772.83y� 329.2

09 7603.38e 7651.75 7667.25 369.0 7648.92 7663.31 313.8 7618.34 7652.09y� 225.6
14 5644.98a 5663.21 5705.01 672.8 5666.74 5703.68 602.6 5654.49 5671.42y� 449.5
15 8220.64e 8283.50 8313.50 505.0 8281.52 8315.08 443.2 8229.06 8266.88y� 412.0
24 9101.47a 9170.10 9221.76 639.4 9163.03 9219.39 519.8 9128.64 9169.28y� 373.5
29 9142.86be

9140.34 9154.66 850.1 9139.50 9158.06 728.7 9136.41 9151.44� 275.4

33 9410.99e 9461.90 9494.98 824.2 9472.89 9501.33 731.5 9411.12 9440.74y� 505.4
35 9555.92e 9580.51 9640.73 394.3 9594.32 9637.08 348.2 9565.36 9617.15y� 241.2
37 6850.77e 6869.39 6887.86 605.9 6866.77 6890.96 525.1 6854.99 6869.01y� 345.9
42 10817.90e 10931.85 11057.02 1069.6 10960.76 11045.49 956.7 10842.11 10918.29y� 767.3
44 12191.48e 12241.46 12353.84 743.4 12243.66 12371.33 632.4 12214.60 12308.14� 331.0
45 10476.25e 10512.17 10627.05 581.9 10512.17 10624.44 501.6 10497.86 10540.84y� 343.1
50 12370.94e 12414.86 12455.66 1911.1 12405.04 12454.76 1703.6 12333.66 12394.94y� 836.6

54 10351.97e 10354.94 10458.09 772.8 10354.94 10467.68 687.2 10342.62 10408.42y� 377.3

56 31030.19e 31104.99 31262.19 400.9 31138.93 31267.46 358.4 31020.27 31122.92y� 280.9

57 43378.37c 44856.76 45012.38 475.2 44856.76 45051.96 413.3 44771.71 44854.99y� 288.1
59 14299.28c 14322.92 14388.71 1156.0 14325.27 14386.27 1019.9 14310.58 14352.36y� 511.9
63 19951.76a 20149.87 20297.18 461.6 20161.32 20299.49 450.9 19946.64 20047.97y� 347.2

64 17135.16be 17135.16 17169.00 501.2 17154.96 17170.87 454.9 17135.16 17162.28� 222.0
67 10850.16d 10928.97 10982.48 898.8 10906.31 10982.45 601.3 10861.53 10935.95y� 361.8
69 9147.54e 9177.52 9234.53 329.2 9177.52 9230.02 282.2 9143.84 9190.45y� 204.8

71 9834.40e 9928.42 9962.99 484.6 9890.50 9960.87 418.8 9847.58 9894.85y� 253.6
72 5883.33b 5929.17 5956.65 856.0 5929.17 5955.71 751.0 5895.89 5929.19y� 469.2
76 11994.40e 12031.65 12088.63 464.6 12055.86 12089.98 395.1 12009.05 12040.47y� 283.4
77 6916.01e 6947.64 6992.01 1529.3 6932.97 6982.48 1304.8 6920.92 6959.31y� 639.0
78 7035.01a 7134.80 7146.32 1205.1 7056.50 7133.94 1122.3 7062.22 7123.49y 522.9
80 6816.89a 6834.00 6853.94 611.0 6829.59 6848.51 552.6 6826.59 6833.72y� 296.6
86 9027.84e 9043.61 9066.53 401.9 9033.46 9064.96 390.3 9024.02 9050.11y� 236.1

91 6374.01c 6405.51 6423.51 629.3 6388.10 6421.60 527.3 6363.21 6384.12y� 487.1

95 6175.62be 6233.26 6239.71 458.3 6229.31 6239.54 387.0 6227.17 6233.96y� 241.9

# of wins 1 – – 1 – – 29 30 30
APD �0.06% �0.01% �13.83% �0.39% �0.46% �57.01%

y Statistically significant (MS-ILS vs. MineReduce).
� Statistically significant (MDM-MS-ILS vs. MineReduce).
a Duhamel et al. (2013).
b Penna et al. (2013b).
c Kochetov and Khmelev (2015).
d Maia et al. (2018).
e Penna et al. (2019).

Table 5
Results – Set 4 of Duhamel et al. (2010).

MS-ILS MDM-MS-ILS MineReduce

I BKS Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time

19 11686.39d 11742.78 11782.36 1117.8 11696.58 11772.45 998.8 11687.12 11725.38y� 676.4
22 13068.03a 13130.75 13150.24 1126.1 13123.16 13153.59 994.0 13094.74 13145.70 587.6
23 7741.01d 7794.58 7825.57 743.1 7792.16 7827.61 641.0 7752.05 7783.74y� 487.5
27 8417.62c 8429.44 8459.19 1396.9 8433.13 8458.55 1232.4 8422.36 8441.02y� 598.1
32 9378.30c 9445.69 9505.94 1661.1 9447.41 9489.79 1434.6 9348.55 9404.36y� 1045.4

38 11194.68d 11212.19 11272.86 1048.4 11245.64 11278.79 930.4 11192.74 11227.01y� 683.0

46 24428.54b 24607.77 24704.02 2128.1 24537.33 24694.08 1845.3 24404.42 24580.68y� 1345.2

49 16181.17d 16268.83 16365.17 2404.3 16197.43 16334.44 2091.5 16164.00 16257.90y� 1779.7

58 23370.42d 23628.32 23781.84 1013.9 23549.77 23776.21 851.5 23396.28 23545.34y� 659.3
62 22952.06b 23064.45 23195.80 1312.8 23065.38 23219.89 1204.5 22903.99 23043.85y� 690.7

65 13013.89b 13021.94 13074.23 1442.5 13027.21 13075.46 1110.4 12975.38 13049.25y� 583.6

# of wins – – – – – – 11 11 11
APD �0.10% �0.03% �14.34% �0.56% �0.52% �53.24%

y Statistically significant (MS-ILS vs. MineReduce).
� Statistically significant (MDM-MS-ILS vs. MineReduce).
a Duhamel et al. (2013).
b Penna et al. (2013b).
c Kochetov and Khmelev (2015).
d Penna et al. (2019).
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Table 6
Summary of the comparison of MineReduce to other state-of-the-art algorithms

HLS HILS-RVRP MineReduce

Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time

Set 1 # of wins 5 6 1 13 6 10 10 6 3
APD �0.09% �0.09% �119.22% �0.08% �0.03% �89.85%

Set 2 # of wins 7 5 – 26 21 37 19 11 –
APD �0.22% �0.21% �171.14% �0.19% �0.18% �140.31%

Set 3 # of wins 2 3 – 16 7 29 13 20 1
APD �0.54% �0.32% �167.21% �0.51% �0.50% �147.24%

Set 4 # of wins 1 1 – 4 2 10 6 8 1
APD �0.36% �0.22% �176.96% �0.53% �0.43% �156.42%

Global # of wins 15 15 1 59 36 86 48 45 5
APD �0.32% �0.23% �162.46% �0.32% �0.30% �136.74%

Fig. 3. Cost vs. iteration charts illustrating the behavior of MS-ILS, MDM-MS-ILS and MineReduce for instance 02 from Set 3 of Duhamel et al. over 400 iterations.

Fig. 4. Time vs. iteration charts illustrating the behavior of MS-ILS, MDM-MS-ILS and MineReduce for instance 02 from Set 3 of Duhamel et al. over 400 iterations.
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the last iterations, which explains the superiority demonstrated by
the results of the experiments presented in Section 5.2. In this
experiment, a new best solution to instance 02 of Duhamel et al.,
with a cost of 11660.12, was discovered by MineReduce at the
264th iteration.

The second experiment focused on the generation and evalua-
tion of time-to-target (TTT) plots (Aiex et al., 2007). A TTT plot dis-
plays, on the ordinate axis, the probability that an algorithm will
discover a solution at least as good as a given target cost within
a given running time, which is shown on the abscissa axis. In this
experiment, each heuristic was run 100 times, with 100 distinct
random seeds, targeting a solution with a cost lower than or equal
to 11780. The chart obtained is shown in Fig. 5.

The chart shows that MineReduce outperforms the other
heuristics. It is possible to observe that the probability that the tar-
get will be reached within 200 s, for example, is approximately 97%
for MineReduce, 76% for MDM-MS-ILS, and 67% for MS-ILS.

The analysis of the charts presented in Figs. 3–5 clearly illus-
trates the influence of the MineReduce approach in the behavior
of the heuristics. As expected, this behavior causes a performance
improvement, regarding both the quality of solutions found and
the computational time spent.

6. Conclusion

Previous work that explored data science in combinatorial opti-
mization produced highly significant results by applying patterns
(found by data mining procedures) to guide the construction of ini-
tial solutions.

This work presents an approach that uses mined patterns to
perform problem size reduction. The MineReduce approach was
applied to extend a previous and state-of-the-art heuristic for the
HFVRP (Penna et al., 2013a). The new hybrid heuristic obtained,
named MineReduce-MS-ILS, produced significantly better results
in terms of both solution quality and computational time when
compared to the original heuristic and a previous hybrid version
with data mining.

We carried out experiments on the 96 HFVRP benchmark
instances from the sets of Duhamel et al. (2010) (four reserved
for parameter tuning). The results attained show that the proposed
approach is very promising, as the MineReduce-based heuristic
reached the best average solution costs and computational times
for most instances. Moreover, it obtained new upper bounds for
22 instances.

The proposed heuristic presented better performances than the
MS-ILS heuristic and a previous hybrid version with data mining
(MDM-MS-ILS). MineReduce attained better average costs for 83%

of the instances (65% with statistical significance) in comparison
to the MS-ILS and better average costs for 76% of the instances
(64% with statistical significance) in comparison to the MDM-
MS-ILS. If small instances (Set 1) – for which the three heuristics
have presented similar performance – are excluded from the com-
parison, then the superiority of MineReduce is clearer revealed:
better average costs for 91% of the instances (76% with statistical
significance) in comparison to the MS-ILS and better average costs
for 86% of the instances (74% with statistical significance) in com-
parison to the MDM-MS-ILS.

Furthermore, we have compared the results obtained by MineR-
educe in our experiments to those reported in the literature for two
other state-of-the-art algorithms: HLS, presented by Kochetov and
Khmelev (2015); and HILS-RVRP, presented by Penna et al. (2019).
This comparison showed that MineReduce is very competitive,
especially for large instances.

The reported results are evidence that heuristics based on
MineReduce can generate initial solutions of better quality. There-
fore, a significant improvement in the quality of solutions obtained
throughout the local search phase is observed as well. Additionally,
a consistent reduction of the convergence time of the local search
phase is also noticed. Therefore, the proposed MineReduce
approach shall be further studied and explored in future work,
including its application to other heuristics and other optimization
problems.
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Appendix A. Detailed comparison of MineReduce to other state-
of-the-art algorithms

This appendix presents a detailed comparison of the results
obtained by MineReduce in our experiments to the results reported

Fig. 5. TTT plots comparing all heuristics for instance 02 from Set 3 of Duhamel et al. (2010).
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in the literature for other state-of-the-art algorithms: HLS
(Kochetov and Khmelev, 2015) and HILS-RVRP (Penna et al., 2019).

Tables A.7, A.8, A.9 and A.10 show the comparisons on instances
of Sets 1, 2, 3 and 4 of Duhamel et al. (2010), respectively.

Table A.7
Detailed comparison of MineReduce to other state-of-the-art algorithms – Set 1 of Duhamel et al. (2010).

HLS HILS-RVRP MineReduce

I Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time

08 4596.52 4597.65 180.3 4591.75 4595.65 10.3 4591.75 4594.20 30.2
10 2108.10 2108.32 131.3 2107.55 2107.83 10.4 2107.55 2107.55 29.5
11 3367.41 3372.57 305.2 3367.41 3373.77 19.0 3367.41 3376.12 49.0
36 5709.31 5738.34 254.1 5684.61 5700.14 25.6 5684.62 5702.82 70.5
39 2926.59 2928.99 143.4 2921.40 2932.75 16.8 2920.93 2933.75 47.1
43 8737.13 8749.47 352.1 8737.02 8746.38 64.8 8739.36 8756.97 55.7
52 4035.59 4035.59 43.3 4027.27 4030.44 13.8 4029.42 4030.35 15.6
55 10256.16 10264.37 32.7 10244.34 10250.98 11.4 10244.34 10313.29 14.0
70 6689.61 6729.87 142.7 6684.56 6694.43 13.5 6685.24 6695.22 29.8
75 452.85 452.85 0.7 452.85 452.85 1.0 452.85 452.85 3.2
82 4769.35 4772.58 127.8 4766.74 4771.33 31.2 4766.74 4770.34 30.0
92 564.39 564.39 20.6 564.39 564.65 3.9 564.39 564.39 9.1
93 1036.99 1036.99 13.5 1036.99 1038.34 6.0 1036.99 1038.38 8.6
94 1378.25 1378.25 31.9 1378.25 1378.25 27.0 1378.25 1378.34 17.1

# of wins 5 6 1 13 6 10 10 6 3
APD �0.09% �0.09% �119.22% �0.08% �0.03% �89.85%

Table A.8
Detailed comparison of MineReduce to other state-of-the-art algorithms – Set 2 of Duhamel et al. (2010).

HLS HILS-RVRP MineReduce

I Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time Best Cost Avg. Cost Avg. Time

05 10896.35 10937.73 637.5 10876.48 10897.93 22.9 10876.48 10925.52 76.4
06 11760.08 11783.45 1031.4 11688.64 11734.52 37.5 11696.83 11761.32 125.0
07 8074.64 8135.00 398.9 8089.46 8144.80 23.6 8076.53 8129.35 68.6
12 3543.99 3545.82 448.6 3543.99 3547.92 49.5 3543.99 3547.65 82.9
13 6709.28 6728.61 606.2 6696.43 6703.23 43.8 6697.58 6706.94 102.8
16 4156.97 4160.43 767.4 4156.97 4164.03 59.1 4156.97 4163.04 126.1
17 5381.19 5403.10 311.6 5362.83 5367.76 36.2 5365.94 5381.80 61.3
2A 7820.37 7862.82 851.8 7793.16 7796.54 37.3 7793.16 7809.81 113.1
2B 8577.50 8601.68 609.8 8462.56 8499.95 46.8 8453.35 8477.33 137.0
21 5160.03 5175.71 592.7 5139.84 5166.11 40.6 5139.84 5162.74 110.3
25 7209.61 7218.87 1730.6 7209.29 7230.50 106.5 7209.50 7231.23 281.3
26 6393.47 6433.33 760.3 6433.21 6461.05 128.2 6438.69 6458.32 275.7
28 5538.45 5550.86 1107.4 5530.55 5542.80 87.6 5529.05 5537.72 171.4
30 6329.09 6361.97 390.4 6315.70 6342.42 71.3 6331.40 6350.05 117.9
31 4105.67 4130.97 1456.6 4091.52 4112.64 87.9 4091.52 4113.60 218.8
34 5784.25 5799.40 1110.9 5747.25 5785.59 56.4 5765.08 5792.18 185.6
40 11156.86 11184.18 994.5 11118.57 11171.17 77.9 11111.89 11140.70 162.0
41 7606.16 7643.93 1359.4 7597.27 7672.27 58.6 7573.24 7637.37 204.9
47 16291.49 16332.46 424.5 16156.12 16247.77 35.4 16156.12 16263.38 83.9
48 21316.55 21444.07 470.6 21309.94 21391.58 39.3 21329.71 21413.41 99.0
51 – – – 7721.47 7787.85 50.3 7780.04 7804.28 117.0
53 6483.51 6497.73 470.6 6434.83 6454.77 31.0 6434.83 6448.50 80.4
60 17073.80 17106.54 895.8 17036.59 17055.35 63.1 17045.33 17082.39 125.2
61 7308.84 7320.97 396.8 7292.03 7302.40 32.2 7292.03 7305.89 96.7
66 12790.56 12862.79 1404.1 12783.94 12922.52 97.8 12772.07 12839.71 295.9
68 – – – 8970.63 9123.03 58.4 8919.16 8992.62 153.9
73 10195.13 10215.26 1161.3 10195.33 10195.36 63.3 10203.84 10209.61 136.7
74 11598.92 11634.25 885.2 11586.58 11591.23 70.9 11586.87 11599.16 150.6
79 7266.75 7310.23 1197.5 7259.54 7289.26 105.2 7262.02 7290.96 234.8
81 10675.92 10690.71 387.6 10686.31 10700.27 49.9 10693.70 10699.79 95.1
83 10041.06 10050.45 950.5 10020.07 10048.17 62.3 10019.15 10046.97 124.7
84 7228.38 7244.86 480.6 7227.88 7237.93 46.8 7227.88 7267.13 72.4
85 8812.03 8842.44 1602.2 8773.08 8818.55 78.4 8827.98 8857.80 171.6
87 3753.87 3757.12 362.7 3753.87 3756.97 27.0 3753.87 3755.06 66.2
88 12406.93 12452.74 877.4 12388.23 12405.80 40.0 12402.85 12447.06 118.6
89 7099.68 7120.97 944.8 7086.36 7102.98 65.8 7095.33 7110.97 140.0
90 2350.68 2358.22 322.3 2346.43 2356.31 41.1 2346.43 2357.59 54.8

# of wins 7 5 – 26 21 37 19 11 –
APD �0.22% �0.21% �171.14% �0.19% �0.18% �140.31%
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Abstract

The minimum weighted vertex cover problem is a generalization of the classical vertex cover problem where

each vertex has a positive weight. It is a well-known combinatorial optimization problem related to real-world

applications in a wide range of fields. Since it is NP-hard, most practical approaches for this problem rely on

non-exact methods, such as metaheuristics. Previous work has shown that the performance of metaheuristics

can benefit from the use of data mining techniques, which can improve the obtained solutions. In a strategy

that has been successfully used for over a decade, data mining techniques are applied to extract patterns from

good solutions found in the early stages of the heuristic process, and these patterns are introduced into the

solutions generated afterwards. Recently, a novel approach that uses data mining for problem size reduction,

called MineReduce, has been proposed and achieved even more impressive results on the improvement of

metaheuristics. In this work, we apply the MineReduce approach to improve the performance of a state-

of-the-art heuristic for the minimum weighted vertex cover problem based on a multi-start iterated tabu

search. We compared the original heuristic to its MineReduce-based version. The results show that the latter

obtains better solutions while spending less computational time. Additionally, we assessed the effectiveness

of the problem size reduction performed by MineReduce, comparing it to a kernelization algorithm. Despite

the lack of guarantees on optimality or size-bounding, in practice, the reduction carried out by MineReduce

was effective.

Keywords: Metaheuristics, Data mining, Problem size reduction, Vertex cover

1. Introduction

The Minimum Weighted Vertex Cover Problem (MWVCP) is a well-known combinatorial optimization

problem that generalizes the classical vertex cover problem and has a wide range of applications. Given an
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undirected graph where each vertex has a positive weight, in the MWVCP we are asked to find a subset of

the vertices which cover all edges of the graph (a vertex cover) and has the minimum total weight.5

Since the MWVCP is NP-hard, most practical approaches for this problem rely on non-exact methods,

such as metaheuristics.

Previous works show that hybrid metaheuristics that incorporate data mining techniques can find better

solutions within a shorter time when compared to their non-hybridized versions and other state-of-the-art

methods [1, 2, 3]. They apply patterns extracted from good solutions (found by data mining procedures) to10

guide the construction of new solutions.

Recently, a novel approach for the hybridization of data mining and metaheuristics named MineReduce

was proposed [4]. It uses mined patterns to perform problem size reduction (PSR) – a process in which

a problem instance is reduced to a smaller-size version, the reduced instance is solved, and the solution

found is expanded, so it becomes a solution to the original instance. The MineReduce approach has already15

been applied to extend a previous and state-of-the-art heuristic for the heterogeneous fleet vehicle routing

problem, producing significantly better results in terms of both solution quality and computational time.

In this work, we apply the MineReduce approach to improve the performance of a state-of-the-art

heuristic for the MWVCP based on a multi-start iterated tabu search [5]. We compared the original heuristic

to its MineReduce-based version. The results show that the MineReduce-based version obtains better20

solutions while expending less computational time.

Additionally, to assess how effective is the problem size reduction performed by MineReduce, we compare

it to a kernelization algorithm. Kernelization is an exact method, based on the parameterized complexity

theory [6], for reducing in polynomial time a problem instance to a kernel. A kernel can be regarded as

a bounded-size version of the original instance such that an optimal solution for the original instance can25

be straightforwardly derived from an optimal solution for the kernel. Despite the lack of guarantees on

optimality or size-bounding, the practical performance of the reduction carried out by MineReduce was

effective.

The remainder of this article is organized as follows. Section 2 presents a review of related work on

the MWVCP and also on the hybridization of metaheuristics with data mining. In Section 3, we present30

the MineReduce-based heuristic for the MWVCP. Section 4 presents and analyzes the outcomes of our

experiments regarding the general performance of MineReduce. In Section 5, we assess its problem size

reduction effectiveness. Finally, Section 6 provides conclusions.

2
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2. Related work

2.1. The minimum weighted vertex cover problem35

The Minimum Weighted Vertex Cover Problem (MWVCP) is a well-known combinatorial optimization

problem. Given an undirected graph where each vertex has a positive weight, in MWVCP we are asked to

find a subset of the vertices which cover all edges of the graph (a vertex cover) and has the minimum total

weight.

It is a generalization of the classical vertex cover problem, which lies in the roots of the theory of NP-40

completeness as one of Karp’s 21 NP-complete problems [7]. The vertex cover problem is also central in the

parameterized complexity theory [8] and the integer variant of the MWVCP (where the weights are positive

integers) is known to be fixed-parameter tractable as well [9].

Beyond its theoretical interest, the MWVCP has many practical applications. For instance, graphs are

naturally well-suited for modelling transportation networks. Vertices can represent locations of interest45

(such as cities or road intersections, for instance), each edge can represent a link between two locations

(such as a road or a rail line, for instance), and the weights of the vertices can represent costs (or other

valuation attributes) associated to the respective locations. In such a scenario, minimum weighted vertex

covers can be useful in many real-world applications, which include the identification of critical nodes [10],

the placement of charging stations for electric vehicles [11], and the placement of monitoring devices [12].50

Since the MWVCP is NP-hard, most practical approaches for this problem rely on heuristic methods.

The following approaches stand among the most important ones proposed for this problem in the last

decades. Shyu et al. [13] proposed an ant colony optimization algorithm (ACO). Jovanovic and Tuba [14]

proposed a hybridization of the ACO with a strategy that uses information about the best-found solution to

perform some corrections on the pheromone trail (ACO+SEE). Bouamama et al. [15] proposed an algorithm55

that, at each iteration, establishes a population of solutions and refines it using a randomized iterated greedy

heuristic (PBIG). Li et al. [16] designed a local search framework based on a weighted configuration checking

strategy, a dynamic scoring strategy and a vertex selection strategy (DLSWCC). Xie et al. [17] proposed

a particle swarm optimization algorithm that relies on a translation of the MWVCP into the minimal test

cost attribute reduction problem (IQPSO-R). Zhou et al. [5] proposed a multi-start heuristic based on an60

iterated tabu search (MS-ITS), which was the base heuristic for the implementation of our MineReduce

version.

2.2. Metaheuristics hybridization with data mining

Multi-start local search heuristics are iterative methods in which each iteration has two phases: generation

and local search. In the generation phase, an initial solution is constructed, whereas, in the local search65

phase, the solution is improved. Each iteration produces a solution (usually a local optimum), and the best

overall solution is returned.

3
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Hybrid multi-start heuristics that incorporate data mining techniques have been applied, achieving su-

perior results, to several combinatorial optimization problems [1, 2, 3]. They build an elite set by storing

the best solutions found until an interruption criterion is satisfied. Once this criterion is satisfied, a data70

mining procedure is triggered. It mines patterns from the solutions in the elite set, which are then used

in the generation phase of subsequent iterations. The idea is that, by starting from more promising initial

solutions, the local search can find even better solutions within a shorter convergence time. A survey on

this subject was presented in [1].

The data mining procedure used in these hybridizations relies on the formulation of the frequent itemset75

mining problem, which is one step of the association rule mining process [18]. This problem can be defined

as follows. Let C = {c1, c2, ..., cη} be the set of all items in the application domain. A transaction T is a

subset of C, and a dataset D is a set of transactions. An itemset I with absolute support sup in D is a subset

of C that occurs in sup of the transactions in D. The frequent itemset mining problem consists in extracting

from D all itemsets with support greater than or equal to minsup, which is a parameter that specifies the80

minimum support for an itemset to be considered frequent. In the data mining hybridization context, the

elite set is the dataset, and each solution is a transaction. More specifically, the strategy adopted in the

hybridization is based on maximal frequent itemset mining. A frequent itemset is maximal if none of its

supersets is frequent. The FPmax* algorithm [19] is employed in this approach to mine maximal frequent

itemsets.85

More recently, a novel approach, named MineReduce, has been proposed and successfully applied to

the heterogeneous fleet vehicle routing problem, achieving better results than the previous data mining

hybridization approaches [4]. In the MineReduce approach, mined patterns are used to perform PSR. It

relies on the principle that mined patterns are composed of structures that are likely to be in an optimal

solution, so these structures can just be contracted or removed from the instance (since we assume they90

should be part of the searched solution).

In the heuristics that are based on this approach, the generation phase of the multi-start framework is

based on a PSR process. It reduces the size of the problem instance, searches for solutions to the reduced

instance and, afterwards, maps the solution found to a solution to the original instance.

3. Applying the MineReduce approach to the MWVCP95

3.1. State-of-the-art heuristic

A multi-start iterated tabu search (MS-ITS) heuristic for the MWVCP [5] is used as a basis for the

incorporation of the MineReduce approach. It has been tested on widely used benchmark instances, ob-

taining highly competitive solution quality and computational efficiency with respect to the state-of-the-art

algorithms in the literature.100
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The steps of the MS-ITS heuristic are presented – in a high level of abstraction (we suppress details

that are irrelevant in the context of this work) – in Algorithm 1. Based on the multi-start framework, it

iteratively alternates between an initial solution construction procedure (line 2) and an ITS procedure (line

3). After Nstart iterations, the best solution found is returned (line 5).

Algorithm 1 MS-ITS(Nstart)

1: for iter ← 1 to Nstart do

2: V ′ ← GenerateInitialSolution()

3: ITS(V ′, V ′gbest)

4: end for

5: return V ′gbest

In the initial solution construction, the vertex set V ′ is first set to be empty. Then, every edge is evaluated105

and, if it is uncovered, one of its incident vertices must be chosen to be inserted into V ′. Two strategies

for choosing one of the vertices are employed: random and greedy. More precisely, the greedy mechanism

chooses the vertex with less weight, whereas the other randomly chooses one of the candidate vertices with

equal probabilities. Additionally, the probabilities of selecting one mechanism or the other are also equal.

The ITS procedure searches for local optima around the initial solution and updates the global best solution110

(V ′gbest) when there is an improvement.

3.2. MineReduce-based heuristic for the MWVCP

The MineReduce approach relies on a PSR process based on patterns mined from a set of good solutions,

i.e., substructures that are likely to be part of an optimal solution.

For the MWVCP, each mined pattern is a set of vertices considered likely to be part of an optimal115

solution. We propose a MineReduce-based version of the MS-ITS heuristic, called MineReduce-MS-ITS, in

which the PSR is accomplished by deleting the vertices that are part of a mined pattern (assuming they are

part of the solution) and then deleting the remaining isolated vertices (which, in turn, cannot be part of the

solution). Its pseudocode is presented in Algorithm 2.

Whenever the elite set E becomes stable – that is, when it remains unmodified over δ iterations – the data120

mining procedure is performed, which updates the pattern set P (line 3). In the initial iterations, when P is

still empty since data mining has not been performed yet, the original construction procedure generates the

initial solutions (line 6). Once data mining has been performed, the initial solutions start being generated

by the MineReduce-based construction procedure (MineReduceGeneration(p)) using a pattern p selected

from the current pattern set P (lines 8–9). Algorithm 3 presents the pseudocode of the MineReduce-based125

constructive method.
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Algorithm 2 MineReduce-MS-ITS(Nstart, d,MaxP,MinSup, δ)

1: for i← 1 to Nstart do

2: if Stable(E, δ) then

3: P ← Mine(E,MaxP,MinSup)

4: end if

5: if P = Ø then

6: V ′ ← GenerateInitialSolution()

7: else

8: p← NextPattern(P )

9: V ′ ← MineReduceGeneration(p)

10: end if

11: ITS(V ′, V ′gbest, E, d)

12: end for

13: return V ′gbest

Algorithm 3 MineReduceGeneration(p)

1: ReduceInstance(p)

2: V ′ ← GenerateInitialSolution()

3: ITS(V ′, V ′rbest)

4: V ′′ ← ExpandSolution(V ′rbest, p)

5: return V ′′

First, the problem size reduction method reduces the instance, i.e., it deletes the vertices in pattern p, as

well as the remaining isolated vertices (line 1). The original heuristic’s methods for the generation (line 2)

and local search (line 3) are used to find a solution for the reduced instance. Then, the best solution found

for the reduced instance (V ′rbest) is expanded, i.e., the vertices in p are added back, so it becomes a solution130

to the original instance (line 4). Finally, the resulting solution (V ′′) is returned. The solution obtained

through this process is used as an initial solution for the local search on the original instance. Based on

the observed trend, it is expected that, by starting from higher quality initial solutions, the local search will

find even better solutions, within less computational time.

Figure 1 illustrates the application of MineReduce’s PSR to an instance from [13] (vc 10 10 ds 05).135

Figures 1a and 1b present two solutions (gray vertices) that compose an elite set for the instance. The data

mining procedure identifies a frequent pattern containing four vertices, shown in Figure 1c. The first step

of MineReduce’s reduction is to mark the vertices in the pattern as part of the solution and delete them.

The removal of the pattern, which produces the graph presented in Figure 1d, leaves some isolated vertices

6
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(coloured in the figure). Then, the second and final step is to mark these remaining isolated vertices as140

non-part of the solution and also delete them. Figure 1e shows the reduced instance.

1 1 1 9 3

1 1 1 6 1

(a) Elite set solution A

1 1 1 9 3

1 1 1 6 1

(b) Elite set solution B

1 1 3

6

(c) Pattern mined from A and B

1 9

1 1 11

(d) Instance after removal of the pattern

1 1 1

(e) Reduced instance

Figure 1: MineReduce’s PSR applied to an MWVCP instance

4. Experimental results

In this section, we report experimental results to provide evidence of the improvements obtained from

incorporating the MineReduce approach into a heuristic method. First, we have implemented the MS-

ITS heuristic (Algorithm 1) as described in [5]. Then, we built its enhanced version, which applies the145

MineReduce approach, called MineReduce-MS-ITS (MineReduce for short).

We compare the performance of the MineReduce-based heuristic with the original MS-ITS on standard

MWVCP benchmark instances. Additionally, we implemented the kernelization algorithm presented in

Section 5.1 and compared the kernels produced by it with the reduced instances obtained by MineReduce.

4.1. Experimental setup150

Our computational experiments were carried out on the standard MWVCP benchmark instances origi-

nally proposed in [13]. Each instance consists of an undirected and vertex-weighted graph with n vertices

and m edges. These instances are divided into three sets: SPI, with 400 small-scale instances (n between 10

and 25, m between 10 and 200); MPI, with 710 middle-scale instances (n between 50 and 300, m between

50 and 5000); and LPI, with 15 large-scale instances (n between 500 and 1000, m between 500 and 20000).155

7
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Furthermore, sets SPI and MPI are subdivided into two types of instances. In instances of Type I, weights

and degrees of vertices are not interrelated, whereas, in instances of Type II, they are (the weight w(i) on

vertex i is randomly distributed over the interval [1, d(i)2], where d(i) is the degree of vertex i, 1 ≤ i ≤ n).

All instances in the LPI set are of Type I.

For the SPI and MPI sets, there are ten instances of each type, for each combination of n and m,160

whereas for the LPI set, there is only one instance for each combination. Each heuristic was run 30 times

for each instance. Like in previous state-of-the-art studies [15, 14, 13, 5], the results for sets SPI and MPI

are presented as the average values of all runs for each combination of n and m.

Table 1 reports the parameters setting. The top group is composed of the MS-ITS related parameters,

whereas the bottom group is composed of the data mining hybridization related ones.165

Table 1: Parameters setting

Parameter Description Value

α Consecutive iteration number of perturbation without improvement n/3 + 50

β Consecutive iteration number of tabu search without improvement 50

γ Probability employed in tabu search strategy 1/3

τ Percent of key-vertex set removed in the perturbation phase 1/random(3, 6)

λ Tabu tenure 20 + random(5)

Nstart Maximum restart times 100

d Maximum size of the elite set 10

MaxP Maximum size of the patterns set 10

MinSup Minimum support used in the data mining procedure 0.7

δ Number of non-changing iterations to consider the elite set stable 5 (5% of Nstart)

The MS-ITS related parameters setting is the same adopted in [5], except for Nstart (the number of multi-

start iterations), which was 20 in that work, and we set to 100. This way, the effects of the MineReduce

approach could be more easily observed and analyzed. The data mining hybridization related parameters

setting is the same adopted in previous applications (e.g., [3]) except for MinSup. The mentioned appli-

cations used a minimum support value of 0.2. That means substructures present in at least 20% of the170

elite set instances could be taken as patterns. As the minimum support is increased, the criterion to take

a solution substructure as a pattern gets more restrictive, which leads to a trade-off: lower values produce

larger and more numerous patterns whereas patterns with higher support are more likely to be part of an

optimal solution. Therefore, we have chosen to use a higher value for the minimum support: 0.7.

8
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4.2. Performance comparison175

This section summarizes results from experiments comparing the performance of the MineReduce heuris-

tic to the original MS-ITS heuristic regarding solution quality and computational time. Tables 2, 3 and 4

report these results in detail. Each table contains two additional rows: one presenting the number of wins

or ties (#wins‖ties) -– i.e., the number of cases for which the corresponding heuristic obtained the best

result -– and another showing the average percentage difference (Avg. P.D.) achieved by MineReduce (with180

respect to the MS-ITS heuristic). The best values for each comparison are presented in bold.

Both heuristics obtained optimal solutions for all instances in the SPI set in less than 0.2s on average.

It is worth mentioning that optimal solutions are still unknown for the problem instances of sets MPI and

LPI.

The results from tests on set MPI, reported in Tables 2 and 3, show both heuristics present equivalent185

performances for the smallest instances, whereas MineReduce is dominantly superior in terms of solution

quality for the largest instances. For MPI instances of Type I, in comparison with the original state-of-the-art

heuristic (MS-ITS), MineReduce obtained better results in 67% of the cases (21 out of 39) and equal results

in the other 33% of the cases (13 out of 39). For MPI instances of Type II, MineReduce obtained better

results in 25% of the cases (8 out of 32) and equal results in 75% of the cases (24 out of 32). Furthermore,190

MineReduce has better times for most cases: 87% of the cases (34 out of 39) for Type I and 69% of the

cases (22 out of 32) for Type II.

The results from tests on set LPI (Table 4), the one with the largest instances, show a clear dominance

of MineReduce, which overcame the original MS-ITS heuristic regarding average objective values for all 15

instances.195

Additionally, we have assessed the statistical significance of the variations in the average costs obtained.

For this evaluation, we have used a paired Wilcoxon signed-rank test per instance, with a significance level

of 5%. The tests showed the improvements obtained by MineReduce were statistically significant for 94 out

of the 390 MPI instances of Type I, 18 out of the 320 MPI instances of Type II, and all 15 LPI instances.

These results indicate that MineReduce presented better performance than the original MS-ITS heuristic200

in terms of solution quality and running time.

4.3. Behaviour analysis

Additional experiments for a behaviour analysis like the one presented in [4] were performed, using

instance vc 800 2000. The result of the first of these experiments is presented in Fig. 2. The charts in

the first row present the solution costs obtained by the respective heuristics per iteration in each phase205

(generation and local search). The second row displays enlarged views with a focus on the lower region.

The dashed vertical lines indicate the iterations that precede the triggering of data mining.

9
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Table 2: Results for set MPI (Type I)

MS-ITS MineReduce

n m Avg Time Avg Time

50 50 1280.0 0.125 1280.0 0.121

100 1735.3 0.113 1735.3 0.128

250 2272.3 0.183 2272.3 0.189

500 2661.9 0.278 2661.9 0.287

750 2951.0 0.343 2951.0 0.331

1000 3193.7 0.339 3193.7 0.310

100 100 2534.2 0.214 2534.2 0.209

250 3601.7 0.370 3601.6 0.350

500 4600.6 0.556 4600.6 0.567

750 5045.5 0.694 5045.5 0.631

1000 5508.2 0.863 5508.2 0.754

2000 6051.9 1.297 6051.9 1.106

150 150 3666.9 0.419 3666.9 0.384

250 4720.1 0.559 4720.0 0.536

500 6166.8 0.870 6165.4 0.808

750 6956.6 1.142 6956.5 1.004

1000 7360.8 1.293 7360.1 1.164

2000 8549.8 1.970 8549.6 1.806

3000 8899.9 2.441 8899.8 2.245

200 250 5551.6 0.794 5551.6 0.778

500 7194.4 1.244 7193.8 1.168

750 8270.9 1.523 8270.5 1.542

1000 9150.1 1.795 9147.1 1.673

2000 10833.6 2.683 10830.8 2.404

3000 11596.8 3.623 11596.3 3.145

250 250 6148.8 1.150 6148.7 0.975

500 8443.7 1.777 8439.7 1.556

750 9754.2 2.237 9747.3 2.006

1000 10757.2 2.492 10752.8 2.245

2000 12757.2 3.715 12753.3 3.206

3000 13726.1 4.656 13723.8 3.964

5000 14674.1 6.070 14669.9 5.342

300 300 7296.1 1.560 7295.8 1.354

500 9413.7 2.235 9404.1 1.960

750 11043.3 2.790 11031.8 2.487

1000 12108.1 3.207 12104.4 2.810

2000 14742.7 4.632 14735.0 4.086

3000 15852.4 5.870 15843.1 5.036

5000 17354.8 7.757 17345.2 6.754

#wins‖ties 13 5 39 34

Avg. P.D. -0.020% -8.475%

The decrease in the costs of solutions generated by MineReduce after data mining is expressive. The

charts in the second row show that the costs obtained in the generation phase are even lower than those of

solutions found in the local search phase of previous iterations, and even better solutions are found after210

each run of the data mining procedure. Furthermore, it can be noticed that the solutions generated by

10
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Table 3: Results for set MPI (Type II)

MS-ITS MineReduce

n m Avg Time Avg Time

50 50 83.7 0.120 83.7 0.122

100 271.2 0.098 271.2 0.122

250 1853.4 0.174 1853.4 0.201

500 7825.1 0.265 7825.1 0.259

750 20079.0 0.346 20079.0 0.303

100 50 67.2 0.112 67.2 0.132

100 166.6 0.194 166.6 0.218

250 886.5 0.374 886.5 0.381

500 3693.6 0.545 3693.6 0.492

750 8680.2 0.710 8680.2 0.615

150 50 65.8 0.172 65.8 0.207

100 144.0 0.314 144.0 0.347

250 615.8 0.631 615.8 0.586

500 2331.5 0.918 2331.5 0.843

750 5698.5 1.137 5698.5 1.023

200 50 59.6 0.214 59.6 0.226

100 134.5 0.419 134.5 0.424

250 483.1 0.922 483.1 0.820

500 1803.9 1.443 1803.9 1.229

750 4043.5 1.765 4043.5 1.407

250 250 419.0 1.248 419.0 1.150

500 1434.3 1.998 1434.2 1.595

750 3256.2 2.393 3256.1 1.925

1000 5986.2 2.796 5986.1 2.278

2000 25640.3 3.961 25637.9 3.165

5000 170349.9 6.640 170297.4 5.157

300 250 399.4 1.529 399.4 1.378

500 1216.4 2.607 1216.4 2.193

750 2639.4 3.245 2639.3 2.715

1000 4796.0 3.790 4796.0 3.028

2000 20890.6 5.106 20884.4 4.015

5000 141243.6 8.739 141231.0 6.903

#wins‖ties 24 10 32 22

Avg. P.D. -0.003% -7.808%

MineReduce achieved a level of quality that could not be improved by the local search in most iterations,

which is shown by the overlapping of the curves.

In the second experiment, we produce time-to-target (TTT) plots [20]. A TTT plot presents the proba-

bility (ordinate axis) that an algorithm will find a solution with a cost equal to or lower than a given target215

within a given computational time (abscissa axis). The target cost used was 31660. The chart obtained is

presented in Fig. 3. It shows that MineReduce outperforms the MS-ITS heuristic. The results show the

probability that the target will be reached within 40 seconds, for example, is nearly 100% for MineReduce,

and approximately 46% for MS-ITS.
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Table 4: Results for set LPI
MS-ITS MineReduce

n m BKS Best Avg Time (s) Best Avg Time (s)

500 500 12616a 12623 12634.1 4.719 12616 12621.0 4.581

1000 16465a 16478 16501.5 6.831 16466 16468.3 6.310

2000 20863a 20863 20893.2 9.583 20869 20875.3 8.846

5000 27241b 27250 27381.0 14.776 27241 27252.3 13.988

10000 29573c 29588 29744.1 20.617 29573 29596.1 19.871

800 500 15025a 15025 15038.8 9.241 15025 15025.0 7.843

1000 22747a 22756 22790.3 16.817 22747 22753.0 14.337

2000 31283d 31560 31654.9 24.650 31338 31375.1 23.451

5000 38553b 38795 38998.6 34.228 38620 38714.2 35.635

10000 44351b 44552 44751.4 44.839 44356 44436.0 42.975

1000 1000 24723e 24776 24823.5 24.352 24723 24750.6 20.654

5000 45203e 45424 45864.4 49.964 45260 45310.7 48.327

10000 51378a 51841 52345.1 62.913 51462 51633.8 64.907

15000 57994e 58484 58905.0 77.521 58055 58247.5 76.612

20000 59651e 60133 60442.1 91.117 59717 59910.8 88.889

#wins‖ties 2 - 2 14 15 13

Avg. P.D. -0.304% -0.588% -5.723%

aBKS first reported in [15], bBKS first reported in [5], cBKS first reported in [14],

dBKS first reported in [17], eBKS first reported in [16]

5. Problem size reduction assessment220

In this section, we assess the effectiveness of the PSR carried out by MineReduce and compare it to a

kernelization algorithm. Kernelization is an exact method, based on the parameterized complexity theory [6],

for reducing in polynomial time a problem instance to a kernel. A kernel can be regarded as a bounded-size

version of the original instance such that an optimal solution for the original instance can be straightforwardly

derived from an optimal solution for the kernel.225

To the best of our knowledge, this is the first time that a methodology to evaluate and compare kernel-

ization algorithms with other PSR techniques is formulated.

The kernelization algorithm used in our comparison is presented in Section 5.1. Our assessment method-

ology is defined in Section 5.2, and the results are shown in Section 5.3.

5.1. A simple kernelization algorithm for the MWVCP230

A simple kernelization algorithm for the MWVCP can be obtained through a straightforward adaptation

of a kernelization algorithm for the vertex cover problem from [21]. First, we define a parameterized version

of MWVCP, where the parameter k is an upper bound on the optimal solution value of a weighted input

graph G. In the following reduction rules, N(v) denotes the neighbourhood of vertex v, w(v) denotes the

weight of vertex v, w(S) denotes the total weight of all vertices in S, and µ(G) denotes the minimum vertex235

weight of G.
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Figure 2: Cost vs. iteration charts illustrating the behavior of MS-ITS and MineReduce over 1000 iterations (on instance

vc 800 2000)
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Figure 3: TTT plots comparing MS-ITS and MineReduce (on instance vc 800 2000, with target cost 31660)

Rule MWVCP-1: If G contains an isolated vertex v, then delete v from G. The new instance is

(G− v, k).

Rule MWVCP-2: If there is a vertex v such that w(N(v)) > k, then delete v (and its incident edges)

from G, and decrement k by w(v). The new instance is (G− v, k − w(v)).240
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The algorithm consists of repeatedly applying rules MWVCP-1 and MWVCP-2 until neither of their

conditions is satisfied. This process completely removes the vertices of degree 0 (which are certainly out of an

optimal solution) and those with a neighbourhood of total weight at least k+1 (which are certainly part of an

optimal solution). This algorithm produces a kernel of the original instance with at most (k/µ(G))2+k/µ(G)

vertices and (k/µ(G))2 edges.245

5.2. Methodology

Kernelization algorithms are usually evaluated and compared based on the order of the upper bounds

they impose on the size of kernels. Another relevant measure for a kernelization algorithm is its asymptotic

complexity, even though all of them are polynomial by definition. Due to its heuristic nature, MineReduce

does not guarantee the preservation of optimal solutions nor an upper bound on the size of the reduced250

instances. Therefore, they need to be evaluated experimentally regarding these properties.

To define suitable metrics for this assessment, we present an alternative interpretation for PSR (kernel-

ization being regarded as a special kind of PSR). PSR can be regarded as a binary classification problem in

which the objective is to analyze each substructure of a problem instance and determine whether it must

be part of an optimal solution or not. The substructures classified by a PSR method are removed from the255

instance, whereas the remaining substructures (those the PSR method is not able to classify) compose the

reduced instance.

Given the above interpretation, we can rely on assessment metrics for classification problems [22] to

experimentally evaluate PSR methods. We can refer to “in solution” as the positive class and to “out of

solution” as the negative class. Then, for a given optimal solution, there are five possible outputs for each260

choice made: true positive (TP) is an element that is part of the solution and is correctly classified; false

positive (FP) is an element that is not part of the solution but is misclassified; true negative (TN) is an

element that is not part of the solution and is correctly classified; false negative (FN) is an element that is

part of the solution but is misclassified; and non-classified (NC) is an element that cannot be classified by

the PSR method (and, hence, is part of the reduced instance).265

Both the kernelization algorithm from Section 5.1 and MineReduce rely primarily on positive classifica-

tion. Negative classification is a consequence of the positive classification decisions (the deletion of vertices

identified as part of a solution leaves isolated vertices in the graph, which in turn are fixed out of the

solution).

Therefore, the following classification assessment metrics were found to be the most suitable for this270

evaluation:

• Precision: the proportion of true positives to the total number of elements classified as positive, given

by P = TP/(TP + FP ).
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• Recall: the proportion of true positives to the total number of actual positive (AP) elements, given by

R = TP/AP .275

• F-measure: also known as F-score, represents the harmonic mean of precision and recall, given by

F = 2× (P ×R)/(P +R).

The values for these metrics vary in a range between 0 and 1, being 1 the optimal value.

A false positive in this context causes any solution obtained from the reduced instance to be non-

optimal. Therefore, the precision of a PSR outcome (reduced instance), which is inversely proportional to280

FP , is related to its capacity of outputting an optimal solution. On the other hand, the recall of a PSR

outcome is related to the degree of size reduction it represents regarding the original instance. Finally, the

F-measure combines precision and recall in one score that indicates the overall quality of a PSR outcome.

For this experiment, we have used the instances of the SPI set, the only ones with known optimal

solutions. The kernelization algorithm was run on all instances of the SPI set. Then, we have computed P ,285

R and F for each of the resulting kernels and each of the reduced instances produced by MineReduce.

In the cases where no vertex has been fixed in the solution (i.e., TP = 0 and FP = 0), it was assumed

P = 1. Since in these cases R = 0, it follows that F = 0. For instances that admit more than one optimal

solution, the metrics were computed for each one of them. Then, the one that outputs the higher values

was taken into account.290

5.3. Results

Tables 5 and 6 show the results obtained for instances of Type I and II, respectively. They present an

average value over all ten instances for each combination of n and m. Since MineReduce can produce more

than one reduced instance for each original instance (one for each mined pattern), two values of each metric

were computed for it. One (labelled “best”) takes only the best-score reduction into account, and the other295

(labelled “avg.”) presents the average value of all reductions.

The charts in Fig. 4 and Fig. 5 present the average measures for instances of Type I and II, respectively.

They show MineReduce achieves optimal precision in most cases, and its overall average precision is over

0.990, almost the optimum value. Also, regarding the recall, MineReduce performed generally better than

the kernelization algorithm. For Type I instances, the kernelization algorithm achieved an overall average of300

0.285, whereas MineReduce achieved 0.471 (avg.) and 0.532 (best). For Type II instances, the kernelization

algorithm achieved an overall average of 0.377, whereas MineReduce achieved 0.459 (avg.) and 0.517 (best).

Therefore, MineReduce also obtained significantly higher F-scores than the kernelization algorithm. For

Type I instances, the kernelization algorithm obtained an overall average of 0.318, whereas MineReduce

achieved 0.598 (avg.) and 0.656 (best). For Type II instances, the kernelization algorithm achieved an305

average of 0.416, whereas MineReduce achieved 0.583 (avg.) and 0.640 (best).
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Table 5: PSR assessment – SPI (Type I)

Kernel. MR (best) MR (avg.)

n m R F P R F P R F

10 10 0.420 0.480 1.000 0.360 0.459 1.000 0.360 0.459

20 0.467 0.529 1.000 0.511 0.642 1.000 0.458 0.589

30 0.721 0.815 1.000 0.559 0.682 1.000 0.559 0.682

40 1.000 1.000 1.000 0.441 0.526 1.000 0.441 0.526

15 20 0.039 0.069 1.000 0.485 0.581 1.000 0.375 0.484

40 0.110 0.146 1.000 0.428 0.571 1.000 0.375 0.516

60 0.364 0.454 1.000 0.384 0.510 1.000 0.354 0.464

80 0.975 0.986 1.000 0.658 0.778 1.000 0.652 0.772

100 1.000 1.000 1.000 0.754 0.857 1.000 0.754 0.857

20 20 0.114 0.125 1.000 0.415 0.473 0.980 0.382 0.444

40 0.020 0.033 1.000 0.502 0.624 1.000 0.469 0.593

60 0.000 0.000 1.000 0.609 0.748 0.997 0.450 0.602

80 0.021 0.040 1.000 0.527 0.662 0.994 0.396 0.540

100 0.049 0.080 1.000 0.510 0.669 0.993 0.445 0.606

120 0.165 0.250 1.000 0.560 0.700 1.000 0.526 0.672

25 40 0.000 0.000 1.000 0.692 0.807 0.993 0.634 0.752

80 0.006 0.012 1.000 0.598 0.739 0.984 0.497 0.639

100 0.000 0.000 1.000 0.575 0.721 0.968 0.399 0.557

150 0.021 0.038 1.000 0.538 0.693 0.941 0.432 0.587

200 0.202 0.312 1.000 0.527 0.686 0.974 0.458 0.621

Table 6: PSR assessment – SPI (Type II)

Kernel. MR (best) MR (avg.)

n m R F P R F P R F

10 10 0.413 0.474 1.000 0.217 0.298 1.000 0.147 0.217

20 0.860 0.889 1.000 0.460 0.603 1.000 0.436 0.584

30 0.890 0.923 1.000 0.464 0.555 1.000 0.461 0.553

40 0.975 0.986 1.000 0.550 0.613 1.000 0.550 0.613

15 20 0.290 0.310 1.000 0.310 0.417 1.000 0.286 0.391

40 0.071 0.116 1.000 0.526 0.658 1.000 0.491 0.626

60 0.680 0.731 1.000 0.673 0.800 1.000 0.601 0.740

80 0.808 0.876 1.000 0.456 0.596 1.000 0.456 0.596

100 1.000 1.000 1.000 0.746 0.811 1.000 0.746 0.811

20 20 0.127 0.147 1.000 0.494 0.607 1.000 0.436 0.548

40 0.154 0.184 1.000 0.557 0.697 0.993 0.400 0.528

60 0.043 0.074 1.000 0.447 0.577 1.000 0.388 0.516

80 0.244 0.298 1.000 0.466 0.596 1.000 0.416 0.550

100 0.263 0.331 1.000 0.587 0.731 1.000 0.495 0.653

120 0.269 0.372 1.000 0.550 0.697 1.000 0.526 0.675

25 40 0.023 0.040 1.000 0.631 0.761 1.000 0.467 0.598

80 0.016 0.029 1.000 0.619 0.759 1.000 0.477 0.626

100 0.020 0.036 1.000 0.502 0.648 1.000 0.436 0.582

150 0.180 0.225 1.000 0.541 0.690 0.967 0.467 0.616

200 0.214 0.284 1.000 0.539 0.692 0.981 0.491 0.645
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Figure 4: Average PSR assessment measures for Set SPI (Type I)

Precision Recall F-measure
0

0.2

0.4

0.6

0.8

1
1

0.377 0.416

1

0.517
0.64

0.997

0.459
0.583

Kernel. MR (best) MR (avg.)

Figure 5: Average PSR assessment measures for Set SPI (Type II)

These results show that, although MineReduce is a heuristic method, it has achieved an average precision

almost equal to that of the kernelization algorithm while fixing significantly more elements in the solution

(higher recall).

6. Conclusion310

Our experimental results, using the MWVCP, reinforce the effectiveness of the MineReduce approach,

showing that it obtains better solutions within less computational time. While both MineReduce and the

original MS-ITS heuristic presented equivalent performances for the smallest instances, MineReduce was

dominantly superior for the largest ones.

For the medium-scale instances set (MPI), MineReduce obtained better results in 41% of the cases and315

the same results in the other 59%, with shorter computational times in 79% of the cases. For the large-scale

instances set (LPI), MineReduce overcame the original MS-ITS heuristic regarding average objective values

for all instances, with shorter computational times in 87% of the cases.
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The behaviour analysis showed that MineReduce generates solutions of a significantly higher quality and

does it significantly faster in comparison to the original MS-ITS heuristic.320

Additionally, we have compared the reduced instances produced by MineReduce to the kernels produced

by a kernelization algorithm. The results show that MineReduce’s PSR is effective, being able to identify

more items that should be part of an optimal solution, with minimal precision loss or even no precision loss

at all.

In future work, the effectiveness of MineReduce’s PSR shall be further assessed, with applications to325

other problems and comparisons to more sophisticated kernelization algorithms.
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2 Metaheuristic Techniques for the CFLP with Customer Incompatibilities

Abstract

We study a novel version of the Capacitated Facility Location Problem,
which includes incompatibilities among customers. For this problem, we
propose and compare on a fair common ground a portfolio of meta-
heuristic techniques developed independently from each other. We tested
our techniques on a new dataset composed of instances of increas-
ing size, varying from medium to very large ones. The outcome is
that the technique based on data mining has been able to outperform
the others on most instances, except for the extreme cases (smallest
and largest instances), for which it is often overcome by other simpler
ones. In order to encourage future comparisons on this problem, we
make instances and the solution validator available to the community.

Keywords: Facility Location, Metaheuristics, Multi-sourcing

1 Introduction

We study the classical Capacitated Facility Location Problem (CFLP) in which
facilities must be selected for opening and customers must be supplied by open
facilities. Constraints concern customers whose demand must be completely
satisfied and the capacity of facilities that cannot be exceeded. We consider the
multi-source version of the problem, called MS-CFLP, in which each customer
can be supplied by more than one facility. The objective function to minimize
is the sum of opening and shipping costs, the latter being determined using
an input matrix of per-unit costs.

Following the classification of facility location models proposed by Klose
and Drexl (2005), our problem has the following features: network location
model, minsum objective, single-stage, capacity constraints, multi-sourcing,
single-product, static and deterministic.

We add the novel constraint that some pairs of customers cannot be
supplied by the same facility. This constraint models the situation in which cus-
tomers do not accept that their suppliers also refurnish their competitors. We
name the resulting problem as MS-CFLP-CI (for Customer Incompatibilities).

For this new problem, we propose a portfolio of metaheuristic techniques,
each one developed independently by a different research group. The idea
originates from the Metaheuristics Summer School (MESS 2020+1) as a
competition of techniques among its participants.

In detail, we propose a MineReduce Multi-Start Iterated Local Search,
a GRASP approach, a Permutation Coded Evolutionary Algorithm, and a
Multistart Greedy technique.

The experimental analysis is performed on the same computing system in
order to provide a fair ground for comparison. To this end, the same running
time is granted to all techniques, and it is related to the size of the instance
solved.
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All techniques have been tuned on a set of training instances and run on
the (unseen) validation instances. Instances have a size ranging from 50 to
3000 facilities and have been created by an ad hoc generator.

The outcome is that the hybrid approach based on data mining outperforms
all the others for most instances. However, there is a different behavior for the
instances on the two extremes of the size range. Specifically, for the smallest
instances, the GRASP approach turns out to be the best, whereas, for very
large ones, the simple greedy technique is able to obtain results that slightly
overtake the mining approach.

In order to foster future comparisons, all the data is made available on
the web at the MESS 2020+1 website https://www.ants-lab.it/mess2020/
#competition. It also includes the solution validator, which provides against
possible misunderstanding in the formulation1.

The paper is organized as follows. Section 2 provides the definition of the
problem. Section 3 illustrates the related work. The proposed solution tech-
niques are discussed in Section 4. Experimental results are shown in Section 5.
Finally, conclusions are drawn in Section 6.

2 Problem Definition

Let J = {1, . . . , J} be a set of facilities, such that each facility j ∈ J has a
capacity sj and an opening cost fj , and I = {1, . . . , I} a set of customers, such
that each customer i has a demand of quantity of goods di to be completely
satisfied by one or more facilities. We also have a shipping cost cij that is the
cost per unit of transporting goods from facility j to customer i. Finally, we are
given a set Γ of pairs of incompatible customers, such that for each ⟨i1, i2⟩ ∈ Γ,
i1 and i2 cannot be served by the same facility.

The problem consists in selecting values for the following decision variables:
(i) non-negative integer variables xij representing the quantity of goods moved
from facility j ∈ J to customer i ∈ I; (ii) binary variables yj , such that a
facility j is open if yj = 1, closed otherwise.

The constraints are the following:

• The total quantity of goods taken from an open facility cannot exceed its
capacity: ∑

i∈I
xij ≤ sjyj ∀j ∈ J (1)

• The total quantity of goods brought to a customer must be exactly equal to
its demand: ∑

j∈J
xij = di ∀i ∈ I (2)

• Two incompatible customers cannot be supplied by the same facility:

xi1j = 0 ∨ xi2j = 0 ∀⟨i1, i2⟩ ∈ Γ,∀j ∈ J (3)

1The source code of the different solution techniques will be made available too.
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• Domain of decision variables:

0 ≤ xij ≤ di ∀i ∈ I,∀j ∈ J (4)

yj ∈ {0, 1} ∀j ∈ J (5)

Note that Constraints (1) ensure that if facility j is not open, no demand
for any customer can be filled from it. The model above is not linear as it
contains disjunctions in Constraints (3), but it could be easily linearized using
the classical big M technique.

The objective function is the sum of two components: the cost of opening
the selected facilities and the cost to ship the goods from the facilities to the
customers.

min z =
∑

j∈J ,i∈I
cijxij +

∑

j∈J
fjyj (6)

We assume that all input values are non-negative integers and the total
capacity of facilities is enough for the total demand, i.e.

∑
j∈J sj ≥

∑
i∈I di.

Instances are written in the MiniZinc data format (Nethercote et al, 2007).
An example of an input file is shown in Figure 1.

Facilities = 4;

Customers = 10;

Capacity = [100, 40, 60, 60];

FixedCost = [860, 350, 440, 580];

Demand = [12, 17, 5, 13, 20, 20, 17, 19, 11, 20];

ShippingCost = [|27, 66, 44, 55

|53, 89, 68, 46

|17, 40, 18, 61

|20, 68, 44, 78

|42, 89, 65, 78

|57, 55, 49, 31

|89, 101, 90, 16

|37, 31, 23, 55

|76, 60, 63, 44

|82, 107, 91, 31|];

Incompatibilities = 3;

IncompatiblePairs = [| 1, 10 | 2, 7 | 8, 9 |];

Fig. 1 An example of an input file in MiniZinc format.

The uncapacitated FLP (without customer incompatibilities), where sj =
+∞, ∀j ∈ J , was proven to be NP-hard by Cornuéjols et al (1983) through a
reduction from the node cover problem; hence also the MS-CFLP-CI is NP-
hard.
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3 Related Work

Location problems have been widely studied in the literature under the names
of plant, warehouse, or facility location problems. The literature on this
research area is vast. Thus, we decided to focus our review on contributions
related to the specific variant of the problem MS-CFLP, i.e. the deterministic
multi-source capacitated one, where demands are deterministic, each customer
can be served by multiple facilities and each facility has a maximum capacity.
A more comprehensive overview of models and algorithms for facility location
problems can be found in the surveys by Klose and Drexl (2005), Melo et al
(2009) and Fernández and Landete (2015).

Many solution approaches are ad hoc algorithms that exploit the mathe-
matical structure of the models. In particular, several methods use some form
of Lagrangean relaxation (Barahona and Chudak, 2005; Avella et al, 2009;
Görtz and Klose, 2012; Caserta and Voß, 2020).

To the best of our knowledge, state-of-the-art algorithms for solving the
MS-CFLP are the exact ones proposed by Fischetti et al (2016) based on Ben-
ders decomposition and the Lagrangian-based branch-and-bound by Görtz and
Klose (2012). Among heuristic methods, the best performance is obtained by
Guastaroba and Speranza (2012) who implemented the MIP-based heuristic
called Kernel Search and Caserta and Voß (2020) who presented a matheuris-
tic based on the Corridor Method. These methods are tested on well-known
datasets available from the OR-Library and proposed by Avella and Boccia
(2009) and Avella et al (2009).

Guastaroba and Speranza (2012) solved to optimality instances up to 1000
facilities and 1000 customers within a timeout of one hour, and they improved
upon previous work most of the best known values for large instances (up to
2000 facilities and 4400 customers). For those instances (Avella et al, 2009),
denoted as Test Bed A, B and C, Fischetti et al (2016) were able to prove
optimality for 210 out of 445 cases in 50,000 seconds, while Caserta and Voß
(2020) matched the optimal solutions for 79 of 295 instances (Test Bed C was
not tested) with an average running time of less than 600 seconds. Among
exact methods, the B&B of Görtz and Klose (2012) remains competitive in
terms of running times with Fischetti et al (2016) for medium size instances.

Recently, Avella et al (2021) devised a new class of valid inequalities that,
embedded into a cut-and-branch procedure, improved many upper and lower
bounds for 2000× 2000 instances of Test Bed C with a time limit of one hour.

4 Solution Techniques

This section presents the solution techniques autonomously developed by the
different research groups in the context of the Metaheuristics Summer School
(MESS 2020+1). In detail, MineReduce-based Multi-Start ILS was imple-
mented by Marcelo Maia, under the supervision of Alexandre Plastino and
Uéverton Souza; GRASP by Miguel Reula and Consuelo Parreño-Torres; Per-
mutation Coded Evolutionary Algorithm by Prem Prakash Vuppuluri, and
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finally Multistart Greedy Algorithm by Sara Ceschia, Mario Pavone and
Andrea Schaerf (competition organizers).

4.1 MineReduce-based Multi-Start ILS

MineReduce is an approach based on data mining for problem size reduction
that has obtained promising results (Maia et al, 2020). This section describes
an application of the MineReduce approach for the MS-CFLP-CI that uses a
multi-start iterated local search (Lourenço et al, 2003) as base metaheuristic.

4.1.1 MineReduce elements

The MineReduce approach (Maia et al, 2020) applies patterns extracted from
good solutions (using a data mining technique) to perform problem size reduc-
tion – a process in which a problem instance is reduced to a smaller-size version,
the reduced instance is solved, and the solution found is expanded, so that it
becomes a solution for the original instance.

The elite set E keeps the η best solutions among those obtained by the
end of the iterations in the multi-start structure. When E is considered stable,
a data mining method is used to extract patterns from its solutions. This
happens when one of the following criteria is met: (i) E has not been mined
yet, and its contents have not changed for a number of consecutive multi-
start iterations greater than α× Imax, where Imax is the maximum number of
iterations, dynamically estimated based on the elapsed time and the number
of completed iterations; (ii) E has not been mined yet, |E| = η and the elapsed
time is greater than half the time limit; or (iii) the contents of E have changed
after it was last mined, but they have not changed for a number of consecutive
iterations greater than α× Imax.

The data mining method returns the β largest frequent itemsets with min-
imum support γ found in E. They are frequent sets of pairs ⟨i, j⟩, i.e., sets of
customer-facility assignments with a relative frequency greater than or equal
to γ in the best solutions. After these frequent itemsets are mined, their assign-
ments are filled with the corresponding minimum quantities in E, i.e., for each
pair ⟨i, j⟩ in a frequent itemset, a supplied quantity q is set, which corresponds
to the minimum positive supplied quantity for that pair among all solutions
in E. Therefore, each final pattern is a set of assignments ⟨i, j, q⟩.

Patterns are used to reduce the size of the problem instance based on the
assumption that their elements shall be part of the solution. In the particu-
lar case of reducing this problem, an extension to the problem formulation is
needed. We introduce incompatibilities between customers and facilities, rep-
resented by a set Γ′, such that for each ⟨i, j⟩ ∈ Γ′, i cannot be supplied by j.
Hence, an additional set of constraints is introduced:

• A customer cannot be supplied by an incompatible facility:

xij = 0 ∀⟨i, j⟩ ∈ Γ′ (7)
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The reduction process works as follows. Given a problem instance P and a
pattern p, the reduced instance P ′ is initialized as a copy of P. Then, for each
assignment ⟨i, j, q⟩ in p, the following changes are applied to P ′: (i) Decrease
both sj and di by q; (ii) Set fj = 0; and (iii) For each customer i′ incompatible
with i (from Γ), add a pair ⟨i′, j⟩ to Γ′.

As a consequence, the domain of each xij variable will be reduced, and
Constraints (7) will fix the values of many other decision variables, effectively
reducing the problem instance size.

Finally, a solution for P ′ can be expanded into the equivalent solution for
P through the inclusion of all assignments from p.

4.1.2 Algorithmic description

The structure of the MineReduce-based Multi-Start ILS (MR-MS-ILS) is
depicted in Algorithm 1, where σ∗ is the best solution found. At each itera-
tion of the multi-start structure, an initial solution is generated (line 4) and
improved by the ILS (line 5). E is updated by the end of each iteration (line 6),
as well as σ∗ in case of improvement (line 7). Every time one of the stabilization
criteria is met, P is filled with patterns mined from E (line 3).

Algorithm 1 MR-MS-ILS

1: z(σ∗)←∞; E ← ∅; P ← ∅
2: while time limit not exceeded do
3: if Stable(E, α) then P ← Mine(E, β, γ)
4: σ0 ← InitialSolution(P , ε)
5: σ ← ILS(σ0, δ, κ)
6: UpdateElite(E, σ, η)
7: if z(σ) < z(σ∗) then σ∗ ← σ
8: end while
9: return σ∗

4.1.3 Initial solution

The default initial solution generation (when P = ∅) works as follows. First,
it opens facilities until the total capacity of all open facilities is greater than
or equal to the total demand of all customers in I. Then, for each open facility
j, a customer i is drawn, and an assignment ⟨i, j, q⟩ is added to the solution.

Once all open facilities have been initialized with an assignment, the proce-
dure iterates upon all customers and, for each customer i, adds to the solution
the cheapest feasible assignments considering the open facilities only, until the
demand of i is fully met or there is no feasible assignment possible with the
currently open facilities. When the latter situation happens, the procedure
opens another facility and resume the assignments.
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The quantity of goods q chosen for an assignment ⟨i, j, q⟩ is always the max-
imum possible one, which corresponds to the minimum between the residual
demand of i and the residual capacity of j.

Two alternative strategies for choosing the next facility to open are con-
sidered. The greedy opening (GO) strategy chooses the facility j with the
lowest ratio fj/sj among all closed facilities. The random opening (RO) strat-
egy draws a facility from the set of closed facilities using the roulette wheel
method, with a selection probability for each facility j proportional to its ratio
sj/fj . The strategy to be used is defined by the parameter ε.

When P ̸= ∅, it means that patterns have already been mined from E.
In this case, the MineReduce approach generates an initial solution through
a reduce-optimize-expand process. Firstly, the problem instance is reduced
based on one of the patterns in P . Then a solution for the reduced instance
is obtained by applying the default initial solution generation and the ILS.
Finally, the solution is expanded into its equivalent for the original instance.

4.1.4 Iterated Local Search

The strategies applied in this ILS were inspired by an iterated tabu search
proposed for the single-source CFLP by Ho (2015). Solution σ̂ is initialized
with the result of a local search on the initial solution σ0. At each iteration,
σ̂ is perturbed resulting in solution σ′, which is then improved by a local
search to obtain solution σ̄. If solution σ̄ satisfies the acceptance criterion
z(σ̄) < (1 + δ)× z(σ̄∗), the search continues from solution σ̄ (i.e., σ̂ ← σ̄).

Two neighbourhood structures for a solution σ are used. Neighbourhood
N1(σ) consists of all feasible solutions that can be obtained from σ by reassign-
ing goods supplied to a customer i from a facility j1 to another facility j2. This
type of move reassigns the maximum possible quantity of goods, which is the
minimum between xij1 and the residual capacity of j2. Neighbourhood N2(σ)
consists of all feasible solutions that can be obtained from σ by exchanging a
customer i1 from a facility j1 with another customer i2 from another facility
j2. This type of move makes a full reassignment of the supplied goods, i.e., all
goods supplied to i1 by j1 are reassigned to j2 and vice-versa.

A multi improvement (MI) strategy (Rios et al, 2016; Silva et al, 2022),
which applies a sequence of multiple independent moves at each step, is used
for neighbourhood exploration. Two moves are independent if the feasibility
and cost improvement of any of these moves are not affected by the application
of the other to the same solution (i.e., if they have no facilities in common).

Let σ be the seed solution from which the local search starts. First, all pos-
sible moves from σ to solutions in N1(σ)∪N2(σ) are evaluated, and a priority
queue of improving moves M is built in decreasing order of cost improvement.
Then, a series of steps are performed until M is empty or the time limit is
exceeded. The following actions are taken at each step: (i) every move in M
that is independent of all its predecessors is applied, and (ii) M is updated.

At each iteration of the ILS, one of the following perturbation operators is
randomly selected and applied to solution σ̂:
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1. Close one facility. Randomly choose a facility j that supplies only one cus-
tomer i and close it. Then reassign the goods supplied to i by j to the
remaining open facilities by making the cheapest feasible assignments.

2. Open one facility. Randomly choose a closed facility and open it.
3. Close one facility and open one facility. Randomly choose an open facility

j1 and a closed facility j2 such that sj2 ≥
∑

i∈I xij1 . Close j1 and open j2,
then reassign all supplies from j1 to j2.

4. Close one facility and open two facilities. Select an open facility j1 and two
closed facilities j2 and j3 such that sj2 + sj3 ≥

∑
i∈I xij1 and the opening

cost improvement is maximum. Close j1 and open j2 and j3, then reassign all
supplies from j1 to j2 and j3 by making the cheapest feasible assignments.

5. Open one facility and close two facilities. Select a closed facility j1 and two
open facilities j2 and j3 such that: sj1 ≥

∑
i∈I(xij2 + xij3), there are no

incompatibilities between customers supplied by j2 and customers supplied
by j3, and the opening cost improvement is maximum. Open j1 and close
j2 and j3, then reassign all supplies from j2 and j3 to j1.

For the perturbation mechanism to be effective, the local search will not
consider any move that would reverse a facility opening or closure applied by
the perturbation operator at iteration v of the ILS.

4.1.5 Parameters tuning

The irace package (López-Ibáñez et al, 2016) was used to tune the parameters
independently on five subsets of the training instances, defined by size ranges.
Table 1 presents the best configurations found.

Table 1 Best parameter configurations for MR-MS-ILS

Range α β γ δ ε η κ
J ≤ 150 0.07 10 0.4 0.01 RO 5 100

150 < J ≤ 600 0.03 6 0.9 0.01 GO 10 200
600 < J ≤ 1400 0.04 6 0.8 0.05 GO 5 100
1400 < J ≤ 2000 0.03 6 0.8 0.05 GO 5 100

J > 2000 0.04 1 1.0 0.02 GO 5 200

4.2 GRASP

In this section, we describe a greedy randomized adaptive search procedure
(GRASP) to solve the MS-CFLP-CI. This method has been applied in a large
number of problems and has behaved like a very robust metaheuristic pro-
cedure (Festa and Resende, 2018). Algorithm 2 shows the pseudocode of the
algorithm proposed, which consists of a constructive phase, Section 4.2.1, and
of an improvement phase, Section 4.2.2. The construction phase generates a set
of β feasible solutions and, in line 4, returns the solution with the lowest objec-
tive function z(σ0). If the current solution σ0 is a candidate for improvement,
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the improvement phase is carried out in the framework of the Variable Neigh-
borhood Descent (VND) algorithm in line 5. It is a candidate to be improved
if it is the first iteration of GRASP or if by improving σ0 by 5% more than the
best improvement so far b, the overall GRASP solution σ∗ could be upgraded,
z(σ0) − 1.05b < z(σ∗). The 5%, as well as other parameters used throughout
the algorithm, have been adjusted by performing an extensive computational
analysis comparing different parameter values.

Algorithm 2 Greedy Randomized Adaptive Search Procedure

1: function GRASP(β)
2: z(σ∗)←∞;
3: while time limit not exceeded do
4: σ0 ← ConstructionPhase (β)
5: if Candidate (σ0 ) then σ ← VND(σ0)
6: end if
7: if z(σ) < z(σ∗) then σ∗ ← σ
8: end if
9: end while

10: return σ∗

11: end function

4.2.1 Construction phase

The construction phase runs β times a randomized heuristic algorithm in order
to generate β feasible solutions. Only the best of those β feasible solutions
moves on to the improvement phase.

The randomized heuristic algorithm consists of a combination of greedy
and random routines. The first and third stages are randomized, while the
second one is completely deterministic. The following vectors will be used to
describe it.

• For each facility j ∈ J it is calculated the fixed opening cost per unit, i.e.,
fj/sj and we generate the vector of , sorting it by increasing order of these
quotients, and in the event of a draw, by increasing capacity of the facility j.

• For each customer i ∈ I, we generate a vector bestf [i] with the five facilities
from which it is cheapest to serve it, sorting them by increasing shipping
cost, and in the event of a draw, by increasing opening cost of the facility j.

• For each facility j ∈ J which is the most suitable for some customer, the
vector bestc[j] contains all the customers for which facility j is the most
suitable. These facilities are ordered by non-increasing difference between
the customer’s shipping cost from its second-best facility and the customer’s
shipping cost from facility j; in case of a tie, by non-increasing difference
between the customer’s shipping cost from its third-best facility and the
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customer’s shipping cost from facility j; and, in case of another tie, by non-
increasing difference between the customer’s shipping cost from its fourth-
best facility and the customer’s shipping cost from facility j. If there is still
a tie, it is ordered by non-increasing demand of the corresponding customer.

• We use the vector randc to refer to a vector composed of all randomly
ordered customers. It is randomized before each algorithm’s stage.

The three stages of the randomized heuristic algorithm are listed below.

Stage 1. Initialization. We go through vector randc. Given a customer i,
we try to satisfy its demand by using the most suitable facilities for it, those
of bestf [i]. We select an unopened facility in bestf [i] (if they are all open,
we move on to the next customer) and allocate the unassigned demand of
customer i. Let this facility be j, we go through vector bestc[j], assigning
if possible the demand of its customers to the facility j. Once the facility
has covered δ% of its capacity, the procedure is finished, and this allocation
becomes part of the partial solution. Otherwise, if all vector bestc[j] has been
traversed and this amount has not been covered, facility j is closed and,
therefore, the customers we would have allocated are de-allocated.

Stage 2. Ordered facilities. We go through vector of . Given a facility
j, satisfying j ∈ ∪

i∈I
bestf [i][1] . We select the first unassigned customer in

bestc[j], i. Next, we assign the demand of customer i to the facilities in the
vector bestf [i] that are already open, have availability and are not assigned
to incompatible customers. If not all of the demand of customer i has been
allocated and facility j is unopened, we open it and allocate the demand of
the customer. When facility j is no longer available, the stage moves on to
another facility.

Stage 3. Remaining allocation. Finally, a third stage is applied in order
to achieve feasible solutions, so we have to cover the unassigned demand of all
the customers. We go through vector randc. Given a customer with unassigned
demand, customer i, we go through already open facilities where it can be
assigned (there is availability and there are no customers incompatible with i
assigned) by non-increasing shipping cost, assigning the goods of the customer
until the customer is completely served. If the process finishes and there is
still unassigned demand of customer i, we go through vector bestf [i], opening
facilities not already opened and assigning the goods of the customer to the
facility until the customer is completely served. If the process finishes and there
is still unassigned demand of customer i, the unopened facilities are randomly
cycled through, opening the facilities and assigning the goods of the customer
to them until the customer is completely served.
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4.2.2 Variable Neighborhood Descent

In this algorithm, we have implemented a sequential VND in which the search is
performed by exploring neighborhood structures of a current solution one after
another. The algorithm requires as input an initial solution σ0 and an ordered
list N of neighborhood structures that must be examined. Once an improving
solution is detected in some neighborhood structure, it replaces the current
solution and the search re-starts from it by exploring the first neighborhood
structure in the list LS. Otherwise, if there are no improving solutions in the
neighborhood LSk, the search is continued by exploring Nk+1 and so on up to
the LSkmax

.
We have designed and implemented three local search algorithms

describing three neighbourhood structures (kmax = 3). In all of them, the
first-improvement search strategy is used, replacing the current solution and
re-starting the search from it each time a better solution is obtained. Each
local search algorithm is run iteratively until a total of mN = 20 iterations
without improvement are reached. They all are based on the well-known
destruction-and-repair method and share the repair phase but differ in the
destruction phase. All details are described below:

Destruction phase. This phase destroys a part of the current solution. The
selection of the elements to be removed is completely randomized. In LS1,
we choose between 1% and 5% of the open facilities in the current solution.
Then, the corresponding demand units of those customers that were served
by these facilities are left unassigned. In LS2, between 1% and 5% of the
opened facilities are also randomly selected but, instead of closing them, we
unassign up to 50% of the customers demand that were served from this
facility. Finally, in LS3, we select between 1% and 5% of the customers and
completely unassign them.

Repair phase. It goes through the unassigned customers. Given a customer
i, the vector of facilities to which it can be assigned (without incompatible
customers and with sufficient availability) is split into two sets according to
the following criteria:

Set 1 - Consists of already opened facilities and of closed facilities whose
capacity is greater than or equal to the unassigned demand of the customer i.
Set 2 - Facilities that do not meet the conditions to be in set 1.

Within both sets, facilities are ordered by increasing unit cost. Calculating the
unit cost as the shipping cost plus, if the facility is still closed, the quotient
between its fixed opening cost and the maximum demand of customer i that
could be allocated by opening the corresponding facility. The repair phase goes
through both sets, first through set 1 and then through set 2, assigning the
goods of the customer to the facilities until the customer is completely served.
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4.3 Permutation Coded Evolutionary Algorithm (PcEA)

This section describes an evolutionary algorithm for the problem that encodes
solutions as concatenated permutations of customers and facilities. Two dif-
ferent sets of variation operators are probabilistically applied separately to
the customer and facility genes to evolve solutions in a 1-elitist, steady-state
evolutionary framework. If there are no improvements for a certain number
of (empirically determined) iterations, the population is reinitialized to a set
of random solutions seeded with the globally best solution obtained thus far.
The key elements of the proposed Permutation-coded Evolutionary Algorithm
(PcEA) are discussed further as follows.

4.3.1 Solution Representation

Chromosomes are encoded as concatenated permutations of customers and
facilities. A permutation of customers indicates the sequence in which customer
demands are to be satisfied, and the associated facility permutation represents
the order in which facilities are to be opened for servicing customer demands.
A chromosome is thus comprised of |customers|+|facilities| genes.

4.3.2 Objective Function Decoder

Each chromosome is decoded as follows: Facilities are opened in permutation
order until the total capacity of the opened facilities matches the combined
customer demand. Thereafter, in the sequence defined by the customers’ per-
mutation, each customer is allocated goods from the open facility having the
lowest allocation cost possible while ensuring that there are no conflicts with
customers that have already been allocated goods from that facility. If no
open facility satisfies this no-conflict requirement, then the next facility in
the facility permutation is opened, and the corresponding customer demand is
satisfied. If all facilities have already been opened, then the facility with the
lowest increase in cost is chosen for allocation.

4.3.3 Evolutionary Framework: Operators and Policies

A steady-state, 1-elitist evolutionary algorithm for the problem uses two dif-
ferent recombination operators, one for the customer permutations and the
other for facility permutations. The population is initialized to a fixed set of
chromosomes, each comprised of a random permutation of customers, concate-
nated with a random permutation of facilities. If there is no improvement in
the objective function value for a preset number of iterations, the population
is re-initialized to a set of randomly generated chromosomes and seeded with
the global best solution obtained thus far. Parents are selected using tourna-
ments of size three. If two solutions have the same objective function value,
then the solution with a lesser number of violations is preferred. For evolving
better customer permutations, Davis’ order crossover (OX) operator (Davis,
1991) is applied. The OX crossover operates in linear time and has the added
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benefit of preserving the relative order of the customers inherited from good
parents. The OX crossover takes two parental customer permutations, i1 and
i2, with corresponding facility permutations j1 and j2, and produces two off-
spring customer permutations. The offspring that results in the best total cost
when combined with either j1 or j2 replaces the worst solution in the pop-
ulation if it is better (has lower cost). Facilities listed earlier in the facility
permutation have a greater chance of being included in the set of opened
facilities as compared to those that occur further down in the permutation.
This implies that such facilities would appear early in parental facility per-
mutations. Good offspring should include facilities that were likely used in
their parents. A suitable crossover operator that enables offspring to inherit
such “good” parental facilities is the Alternating-position (APX) crossover
(Larrañaga et al, 1997), which builds the offspring by first selecting alter-
nate genes from each parent and then removing duplicates by deleting each
latter duplicate entry in the list. For example, consider parent permutations
p1 = (1, 0, 3, 2, 4) and p2 = (3, 1, 4, 0, 2). Starting with the first location in p1,
we generate the string (1, 3, 0, 1, 3, 4, 2, 0, 4, 2). Retaining only the first occur-
rence of each number, we get the offspring (1, 3, 0, 4, 2). Mutation is performed
using a simple, constant-time swap mutation operator.

4.3.4 Parameter Selection

Several calibration trials were performed using a fractional factorial design
approach for setting the parameter values. In the course of the trials, the
probabilities of crossover and mutation were set to 0.6 and 0.4, respectively.
The OX and APX crossover probabilities were set to 0.5 each. The population
was comprised of 40 chromosomes and was re-initialized in the absence of any
improvement in the fitness of the best solution of the population over 10,000
iterations.

4.4 Multistart Greedy Algorithm

Our last technique is a multistart greedy (MG) algorithm. The greedy proce-
dure selects at each step a triple ⟨i, j, q⟩, where i is a customer, j is a facility,
and q is the quantity of goods to be moved from j to i. The procedure stops
when all customers are fully supplied.

The procedure for selecting the triple iterates upon all pairs ⟨i, j⟩ search-
ing for the “best” feasible one. The quantity q to be moved from j to i is the
maximum possible one, which corresponds to the minimum between the resid-
ual amount of i and the residual capacity of j at that step. An assignment is
considered feasible if q > 0 and it does not violate customer incompatibilities
with previous assignments.

The best pair is the one that corresponds to the minimum supply cost
(per unit), but taking into account also the opening cost in the case that the
assignment is the first one to the facility j. The opening cost is not accounted
for in full, as this choice would penalize too much the assignments to currently
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closed facilities (given that a certain number of facilities has to be opened
anyway). That is, we count the opening cost multiplied by the fraction of
sj moved to i, in turn, multiplied by a factor α, which is a parameter of
the method. For example, if fj = 400, sj = 50, and xij = 10, than the
share of the opening cost considered in the computation of the best pair is
400× (10/50) · α = 80α.

The algorithm also implements a random tie-break strategy, which selects
in a uniform random way in case of equal cost. Given that an exactly equal
cost is rather unlikely, we consider as equal all choices within a given threshold
β above the current best pair ⟨i, j⟩. The threshold β is the second and last
parameter of the method, which is tuned on the training instances.

Given that the whole procedure runs faster than the granted time, it is
repeated several times as long as the timeout is not exceeded. The lower score
obtained upon all runs is returned.

The tuning procedure for parameters α and β was performed using the
tool Json2Run (Urli, 2013), which uses an F-Race procedure (Birattari et al,
2010) for selecting the best configuration. The winning configuration turned
out to be α = 0.25 and β = 0.288.

5 Experimental Results

We now describe the experimental results. We first introduce the datasets used
and the other computational settings (Section 5.1), and then we present and
discuss the results (Section 5.2).

5.1 Settings

The search methods have been tested on artificial instances created by a gen-
erator specifically designed for this purpose. Instances have been partitioned
into two datasets: the training instances used for tuning the parameters and
the validation instances used for the comparison. Instances are available at
the MESS 2020+1 website https://www.ants-lab.it/mess2020/#competition,
along with the solution validator used to check the correctness of the results.

The features of the instances are shown in Tables 2 and 3, where J and I are
the numbers of facilities and customers, SI is the number of incompatibilities,
AOC is the average opening cost, ASC is the average supply cost, and DR is
the ratio between the total demand and the total capacity.

All the experiments were run on an AMD Ryzen Threadripper PRO
3975WX 32-Cores (3.50 GHz) with Ubuntu Linux 20.4. One single core was
dedicated to each experiment.

We make comparisons based on two different timeouts, both based on the
number of facilities J . The first is the one proposed for the MESS 2020+1
competition, which grants 10

√
J seconds for solving each instance, whereas

the second one runs longer and grants exactly J seconds per instance.
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Instance J I SI AOC ASC DR
wlp01 50 115 383 648.00 52.4447 0.451
wlp02 100 253 1718 678.50 53.4662 0.484
wlp03 150 345 3447 671.73 52.2599 0.440
wlp04 200 479 6292 674.80 53.5689 0.446
wlp05 250 601 9750 664.60 53.7353 0.472
wlp06 300 705 13701 640.50 52.6482 0.452
wlp07 400 1012 27635 649.85 53.0710 0.499
wlp08 500 1277 43632 629.38 52.7900 0.489
wlp09 600 1483 59477 646.70 53.0887 0.480
wlp10 700 1733 83291 647.23 52.7992 0.475
wlp11 800 2020 109668 640.52 52.8867 0.491
wlp12 900 2159 126847 653.07 52.9303 0.453
wlp13 1000 2305 142457 633.63 52.9190 0.446
wlp14 1200 2927 232119 650.87 52.7535 0.471
wlp15 1400 3445 320634 645.94 52.8993 0.474
wlp16 1600 4067 450067 640.66 52.7801 0.490
wlp17 1800 4373 520406 649.83 52.9662 0.464
wlp18 2000 4908 657679 647.71 52.3566 0.473
wlp19 2500 5882 927868 650.94 52.8090 0.453
wlp20 3000 7800 1653786 655.39 52.6730 0.496

Table 2 Features of the training instances

Instance J I SI AOC ASC DR
wlp21 75 172 879 618.27 51.1787 0.471
wlp22 175 428 4744 642.17 53.4794 0.461
wlp23 275 694 13197 625.78 52.8361 0.516
wlp24 450 1128 34546 667.69 52.4473 0.464
wlp25 650 1619 71398 637.80 52.3215 0.482
wlp26 850 2007 109325 656.33 52.5074 0.461
wlp27 1100 2847 224656 652.87 52.0253 0.495
wlp28 1500 3474 323388 647.10 52.7387 0.445
wlp29 1900 4522 556567 649.75 52.4321 0.461
wlp30 2750 6965 1335044 647.70 52.4357 0.487

Table 3 Features of the validation instances

5.2 Comparison results

The results are shown in Tables 4 and 5 for the timeouts 10
√
J and J , respec-

tively. Each solution method was run for ten repetitions for each instance,
collecting both the best (minimum) and average values of the objective
function. Values in boldface are the best average ones among the different
techniques. Best known values are highlighted in italics.

For completeness, the tables include results on both training (wlp01-wlp20)
and validation instances (wlp21-wlp30).

We notice that we have only a marginal improvement by moving from
the shorter to the longer timeout. More precisely, the improvement is 0.4% in
general and 0.64% specifically for MR-MS-ILS.

The results shown in Tables 4 and 5 clearly set forth the fact that the best
technique is MR-MS-ILS. In order to have a more quantitative measure of the
respective positioning, in Table 6 we show the average ranks throughout all
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Table 4 Comparative results on training and validation instances with the competition
timeout equal to 10

√
J seconds.

MR-MS-ILS GRASP PcEA MG
Inst. min avg min avg min avg min avg
wlp01 28930 29042.8 28716 28716.0 34794 38104.6 34377 34377.0
wlp02 54481 54857.5 52959 52978.4 93654 96409.8 59371 60123.3
wlp03 66664 67573.0 65297 65982.7 125439 129441.5 72790 73491.9
wlp04 89567 89998.2 92554 92917.8 185456 189776.1 97881 98537.8
wlp05 111657 112316.8 113129 114046.1 246786 248870.6 116591 117707.8
wlp06 119246 119663.3 121927 122381.9 274556 281500.9 127049 127444.3
wlp07 177144 178075.4 179177 181078.2 410276 423626.7 183931 184359.3
wlp08 206264 207366.9 212680 214065.8 513355 524780.7 211824 212844.1
wlp09 240643 241209.6 250598 252469.3 587296 598667.8 245177 246264.8
wlp10 264070 265974.0 282294 285293.5 685886 693202.8 275733 276638.1
wlp11 315432 317478.4 329515 333581.0 803541 823183.1 322667 323597.5
wlp12 325662 326866.6 343083 347253.7 836416 847748.5 332815 333641.0
wlp13 345187 346972.7 368851 370288.4 867534 882054.8 350269 351854.2
wlp14 431272 433564.5 469236 471515.2 1132800 1151057.0 437224 439194.0
wlp15 502208 505621.2 539085 543393.0 1341840 1362081.0 503872 505720.1
wlp16 583013 586513.0 614605 617661.7 1573080 1590964.0 582578 584067.9
wlp17 605499 607916.4 656490 662380.1 1675160 1686622.0 615850 618357.3
wlp18 680058 682308.5 735216 740149.2 1873040 1888869.0 685807 688308.4
wlp19 811283 816436.7 875530 879310.8 2193560 2216029.0 807495 810275.4
wlp20 1047390 1050399.0 1139250 1142439.0 3029960 3049038.0 1047750 1051128.0
wlp21 38378 38614.8 38067 38067.0 56295 58720.7 44175 44384.8
wlp22 79097 79543.7 79663 80042.3 162369 165933.8 86152 86498.7
wlp23 127974 128520.1 129973 130723.9 292163 296105.7 135018 135725.2
wlp24 181839 182762.4 191457 192219.2 442001 451811.3 190984 192143.6
wlp25 251526 252157.1 266185 268229.5 636457 643867.1 257740 258823.7
wlp26 321737 324410.2 334955 337259.4 792034 800491.4 321048 323888.5
wlp27 420488 423275.1 457089 460011.5 1130560 1135313.0 430418 431795.1
wlp28 496949 498744.1 537813 544822.5 1295500 1310530.0 503643 505813.4
wlp29 666113 668016.6 694562 698315.3 1715710 1730402.0 648185 650312.2
wlp30 945626 950802.3 1015340 1018550.0 2657790 2678259.0 938118 941497.7
Avg 351179.9 352900.0 373843.2 376204.7 922176.9 933115.4 355551.1 356960.5

runs (10×4) upon all instances. In detail, each column shows the average ranks
obtained by the solution techniques in ten runs, distinct for each combination
of dataset and timeout. To give an intuitive interpretation of these numbers,
we mention that if a search method had been better than all the others in all
runs, it would have obtained the ranks 1, 2, . . . , 10 for its ten runs, resulting
in an average rank of 5.5 (as the average of the numbers 1, 2, . . . , 10).

Table 6 highlights that there is no remarkable difference between the
columns, showing that the ranks are not significantly affected by the specific
dataset and the timeout. It also confirms that MR-MS-ILS is indisputably
superior, with MG and GRASP following with similar results among them,
and PcEA coming clearly last.
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Table 5 Comparative results on training and validation instances with a longer timeout
equal to J seconds.

MR-MS-ILS GRASP PcEA MG
Inst. min avg min avg min avg min avg
wlp01 28954 29187.7 28716 28716.0 37083 38707.3 34377 34377.0
wlp02 54525 54986.0 52964 52974.0 94319 97649.3 59802 60309.5
wlp03 67116 67515.7 64835 65228.8 125562 128428.2 73082 73626.3
wlp04 89353 90097.3 92230 92713.7 183182 187998.4 97688 98376.7
wlp05 111198 111996.4 112910 113694.5 242057 246960.4 116926 117589.9
wlp06 119026 119517.6 121091 121723.7 263728 270517.5 126512 127076.5
wlp07 175351 176970.9 179576 180507.4 410269 420639.1 182984 183762.0
wlp08 204443 206330.3 211764 213343.9 506223 518945.9 211290 212434.7
wlp09 239168 240196.1 249803 251643.2 589107 594147.7 244383 245963.3
wlp10 263522 264732.8 282039 283748.2 674063 685068.5 274749 275731.7
wlp11 315004 315861.8 327130 331905.4 794325 807641.3 321717 322793.6
wlp12 322927 325025.8 343007 344787.2 819777 832156.9 331836 333121.0
wlp13 343661 345289.7 363988 369420.1 859628 875872.6 350302 351110.8
wlp14 429773 430846.7 464422 466695.2 1135170 1149954.0 435204 438032.0
wlp15 501288 502256.7 538021 542999.7 1337170 1352481.0 502656 504619.0
wlp16 580334 581952.5 615030 616797.6 1571960 1594143.0 580420 581677.1
wlp17 604664 605662.1 657930 661021.7 1669090 1680890.0 615837 617687.9
wlp18 676474 677861.6 734691 740262.2 1860850 1885431.0 685085 686665.1
wlp19 806865 809119.0 875776 879397.0 2173710 2201856.0 806410 807670.9
wlp20 1039930 1042677.0 1136870 1139800.0 3034740 3051647.0 1046200 1048376.0
wlp21 38432 38664.5 38067 38067.0 58536 60212.2 44249 44404.8
wlp22 79166 79535.4 79802 80008.3 159961 163977.8 85902 86340.1
wlp23 127456 127872.4 128910 130145.9 285400 291050.9 134577 135443.8
wlp24 181543 182421.1 190445 191552.5 431239 441818.1 191585 192049.1
wlp25 249385 250501.2 265852 266933.0 632079 641208.5 258131 258859.5
wlp26 319674 322523.9 331647 333954.7 783655 797693.4 322686 323645.8
wlp27 419489 421135.7 452744 456838.3 1116220 1134452.0 428997 430503.6
wlp28 493148 495849.8 539455 542105.6 1289030 1305156.0 503144 504143.6
wlp29 654788 659738.7 694248 697222.9 1723080 1733075.0 648287 649255.3
wlp30 940025 942947.7 1014220 1015930.0 2665460 2682455.0 938323 940252.1
Avg 349222.7 350642.5 372939.4 375004.6 917555.8 929074.5 355111.4 356196.6

Table 6 Average ranks obtained by the solvers for 10 repetitions for each instance.

Dataset Training Validation
Timeout competition long competition long
MR-MS-ILS 8.325 7.695 9.19 8.7
GRASP 20.455 20.395 20.88 20.85
PcEA 35.5 35.5 35.5 35.5
MG 17.72 18.41 16.43 16.95

6 Conclusions

We have proposed a portfolio of metaheuristic techniques for solving the
Multi-Source Capacitated Facility Location Problem with Customer Incom-
patibilities, which consists in selecting the facilities to be open and the shipping
plan, with an additional constraint about incompatibilities between pairs of
(rival) customers that cannot be served by the same facility.
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For the solution of this problem, we designed four metaheuristic meth-
ods developed autonomously by different research groups, participating in the
competition of the Metaheuristics Summer School (MESS 2020+1).

We performed an extensive experimental analysis by using a training
dataset for tuning the algorithms and a validation dataset to compare and rank
the methods. The benchmark datasets and the solution checker are publicly
available at the MESS 2020+1 website. Results are shown for two different
timeouts and for both datasets. The outcome is that there is a clear ranking
that is independent of the timeout and the dataset.

In the future, we plan to apply our search methods to other versions of
the facility location problem, including different constraints and objectives. In
addition, we could test our methods on other datasets with different sizes and
structures and compare with state-of-the-art results.

Possible directions for improvements lie in the hybridization of the different
methods. Indeed, some of the components coming from one method could be
used profitably inside the others – for example, the greedy algorithm as initial
solution selection for the other methods.
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Cornuéjols G, Nemhauser G, Wolsey L (1983) The uncapacitated facility
location problem. Tech. rep., Cornell University Operations Research and
Industrial Engineering



Appendix C -- Metaheuristic Techniques for the CFLP with Customer Incompatibilities 132

Springer Nature 2021 LATEX template

20 Metaheuristic Techniques for the CFLP with Customer Incompatibilities

Davis LD (1991) Handbook of Genetic Algorithms, Van Nostrand Reinhold,
New York

Fernández E, Landete M (2015) Fixed-charge facility location problems. In:
Location science. Springer, p 47–77

Festa P, Resende MG (2018) GRASP. In: Marti R, Pardalos P, Resende M
(eds) Handbook of Heuristics. Springer, p 465–488
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Görtz S, Klose A (2012) A simple but usually fast branch-and-bound algo-
rithm for the capacitated facility location problem. INFORMS Journal on
Computing 24(4):597–610

Guastaroba G, Speranza MG (2012) Kernel search for the capacitated facility
location problem. Journal of Heuristics 18(6):877–917

Ho SC (2015) An iterated tabu search heuristic for the single source capaci-
tated facility location problem. Applied Soft Computing 27:169–178

Klose A, Drexl A (2005) Facility location models for distribution system design.
European Journal of Operational Research 162(1):4–29
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Abstract. The minimum latency problem is a variant of the well-known
travelling salesperson problem where the objective is to minimize the
sum of arrival times at vertices. Recently, a proposal that incorporates
a data mining process into a state-of-the-art metaheuristic by injecting
patterns from high-quality solutions has consistently led to improved
results in terms of solution quality and running time for this problem.
This paper extends that proposal by leveraging data mining to con-
tract portions of the problem frequently found in high-quality solutions.
Our proposal aims at mitigating the burden of searching for improving
solutions by periodically solving a reduced version of the original prob-
lem. Computational experiments conducted on a well-diversified set of
instances demonstrate that our proposal improved solution quality with-
out increasing computational time, introducing 11 new best solutions to
the literature.

Keywords: Metaheuristics · Data mining · Size reduction · MLP.

1 Introduction

The minimum latency problem (MLP) is a variant of the well-known travelling
salesperson problem where the objective is to minimize the sum of arrival times
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at vertices in a Hamiltonian cycle. It can model several real-world applications
like distribution logistics, machine scheduling and disaster relief [3, 5, 7].

Recently, a hybrid metaheuristic named MDM-GILS-RVND [19] has ap-
peared as a high-performance algorithm for the MLP. This hybrid algorithm was
a result of combining the Multi Data Mining (MDM) approach [14] and GILS-
RVND [20], a state-of-the-art hybrid metaheuristic for the MLP that combines
components of Greedy Randomized Adaptive Search Procedures (GRASP) [6],
Iterated Local Search (ILS) [10], and Random Variable Neighborhood Descent
(RVND) [21]. The combination with MDM, which relies on data mining to ex-
tract patterns from high-quality solutions followed by their insertion into initial
solutions, made GILS-RVND significantly improve its state-of-the-art solution
quality and computational time results.

In this paper, we propose another improvement through the application of
the MineReduce approach, which has achieved promising results for variants of
vehicle routing [12] and vertex cover [11] problems.

In the MineReduce approach, the patterns mined from an elite set of solutions
are used to perform problem size reduction. A problem instance is reduced to a
smaller-size version by contracting or deleting elements that appear in a mined
pattern – as they are assumed to be part of a solution for the original instance.
Then, the reduced instance is solved, and the solution found is expanded to
become a solution for the original instance.

The results of our computational experiments, reported in this paper, show
that the proposed MineReduce-based metaheuristic for the MLP, named MR-
GILS-RVND, overcomes MDM-GILS-RVND, achieving higher solution quality
without increasing CPU running time, particularly for larger instances. It found
new best solutions for 11 out of 56 benchmark instances.

The remainder of this paper is organized as follows. Section 2 defines the
problem and lists relevant methods from the literature to solve it. Section 3
describes the MDM-GILS-RVND metaheuristic for the MLP proposed in [19].
The MineReduce-based metaheuristic for the MLP proposed in this work is
introduced in Section 4. Section 5 reports our experimental results. Finally, con-
clusions and directions for future work are presented in Section 6.

2 The Minimum Latency Problem

The MLP, described as follows, is a variant of the well-known travelling salesper-
son problem (TSP) and NP-hard as well [3]. Let G = (V,A) be a directed graph,
where V = {0, 1, ..., n} is a set composed of n+1 vertices and A = {(i, j) : i, j ∈
V, i ̸= j} is the set of arcs. Vertex 0 is the depot from where the salesperson de-
parts, whereas the set V ′ = V \{0} consists of the remaining vertices representing
the n customers. For each arc (i, j) ∈ A, there is an associated travel time tij .
The aim is to find a Hamiltonian cycle (i0, i1, ..., in+1) in G, where i0 = in+1 = 0
(i.e., the cycle starts and ends at the depot), that minimizes the sum of arrival

times, given by
∑n+1

k=1 l(ik), where l(ik) =
∑k−1

m=0 timim+1
represents the latency

of vertex ik (i.e., the total travel time to reach ik).
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We present a toy example in Figure 1 to illustrate an MLP solution and the
computation of its cost. That is, we show a sequence of customer visits that
forms a Hamiltonian cycle S (Fig. 1a) and its associated cost (Fig. 1b), or f(S),
which is 164. One can note that MLP is more challenging than TSP since minor
changes in the ordering of customers in S can impact drastically f(S) due to
the sum of all cumulative costs of each customer, while a TSP solution cost is
obtained by a simple sum of all traversed arcs.
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(a) A Hamiltonian cycle for MLP

0 5 3 4 2 1 6 0

l(i)

S =

(b) f(S) = 164

Fig. 1: Example of an MLP solution

In the literature, several exact algorithms were proposed for the MLP [1, 2, 4,
7, 17]. Thanks to these methods, existing instances with up to 200 customers can
be solved optimally at the cost of significant computational time. In contrast,
heuristics and metaheuristics are alternative methods that consistently find high-
quality solutions in controllable running time. The best-performing ones are
usually able to efficiently solve instances with up to 1000 customers [5, 7, 13, 16,
18–20]. In particular, GILS-RVND proposed in [20] has achieved state-of-the-
art results for MLP and further improved with data mining as MDM-GILS-
RVND [19].

3 The MDM-GILS-RVND Metaheuristic

The MDM-GILS-RVND metaheuristic [19] is an algorithm resulting from the in-
corporation of data mining into GILS-RVND [20], a state-of-the-art hybrid meta-
heuristic for the MLP that combines components of GRASP, ILS and RVND.
This hybrid algorithm applies an approach known as Multi Data Mining (MDM),
which uses frequent patterns extracted from good solutions by a data mining pro-
cess to guide the search, initially proposed for a hybrid version of the GRASP
metaheuristic (MDM-GRASP) [14].
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In MDM, an elite set E keeps the d best solutions found during the execu-
tion of the metaheuristic, and a data mining method is periodically executed to
extract a set of patterns P from E. These mined patterns are then used in the
solution initialization process. The data mining method is based on the FPmax∗

algorithm [8], which mines maximal frequent itemsets. An itemset is considered
frequent if it achieves a given minimum support value, i.e., if it is present in at
least a given minimum number of the elite set solutions. Hence, mined patterns
are composed of items that frequently appear together in the sub-optimal solu-
tions of the elite set. Intuitively, it is assumed that these items should likely be
part of the best solutions to the problem and, thus, they can favour the overall
searching process when included in initial solutions. In MDM-GILS-RVND, the
set of items representing each solution used for mining refers to the set of all
arcs in the solution. Therefore, the mined patterns are sets of frequent paths
between customers in the elite solutions.

Usually, in the MDM approach, the data mining method is invoked every
time E is considered stable (when it does not change for a number of consecu-
tive multi-start iterations). However, the stabilization criterion was not used in
MDM-GILS-RVND because the number of multi-start iterations performed by
the GILS-RVND metaheuristic is too small (only ten). Instead, it invokes the
data mining method once half of the multi-start iterations are completed and,
afterwards, whenever the elite set has been updated in the previous multi-start
iteration.

The high-level structure of MDM-GILS-RVND is shown in Algorithm 1,
where f(s) denotes the cost of the solution s. In the first half of the multi-
start iterations (lines 2–8), the algorithm’s structure is the same as GILS-RVND,
where each iteration builds an initial solution s using a GRASP-like construc-
tive process, which depends on a parameter α that controls the balance between
greediness and randomness (line 3). Then, it runs an ILS component to obtain
a locally optimum solution s′ (line 4) and updates the best solution s∗ in case
of improvement (line 6). In this first half of iterations, the elite set E is up-
dated whenever a new eligible solution is found within the ILS component. A
new solution is inserted into E if it is cheaper than the worst solution of E and
different from any solution already present in E. In the second half (lines 9–18),
the data mining method is invoked at the first iteration and whenever E has
been updated in the previous iteration, returning a set P containing the largest
MaxP patterns with a relative minimum support value supmin (line 11). An
initial solution s is built by a hybrid constructive process based on one of the
mined patterns selected from P (line 13), which starts by inserting all pattern
elements in the partial solution and completes it using the original constructive
method strategies. The remaining steps are the same as in the first half iter-
ations, including inserting new solutions into E whenever all requirements are
met. Once all multi-start iterations are finished, the algorithm returns the best
solution found (line 19).

One key aspect of MDM-GILS-RVND is a move evaluation procedure inher-
ited from GILS-RVND. It consists of a framework that uses preprocessed data
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Algorithm 1 MDM-GILS-RVND

1: f(s∗)←∞
2: for i← 1, . . . , IMax/2 do
3: s← ConstructiveProc()
4: s′ ← ILS(s)
5: if f(s′) < f(s∗) then
6: s∗ ← s′

7: end if
8: end for
9: for i← 1, . . . , IMax/2 do
10: if i = 1 or E was updated in iteration i− 1 then
11: P ←Mine(E, supmin,MaxP )
12: end if
13: s← HybridConstructiveProc(p ∈ P )
14: s′ ← ILS(s)
15: if f(s′) < f(s∗) then
16: s∗ ← s′

17: end if
18: end for
19: return s∗

structures to compute costs of neighbor solutions in constant amortized time
operations [9, 23]. In practice, three data structures are used to store the par-
tial costs of each subsequence of vertices of a local minimum solution, where
the cost of every neighbor solution is reached by computing their partial costs
on a “by concatenation” fashion. We describe these data structures and how
concatenation is performed as follows:

– The duration T (σ) of a sequence σ, which is the total travel time to perform
the visits in the sequence.

– The cost C(σ) to perform a sequence σ, when starting at time 0.

– The delay W (σ) associated with a sequence σ, which is the number of cus-
tomers visited in the sequence.

Let T (i), C(i) and W (i) denote the values of the re-optimization data struc-
tures corresponding to a subsequence with only a single vertex i. In this case:
T (i) = 0 and C(i) = 0 since there is no travel time; and W (i) = 1 if i is
a customer, otherwise W (i) = 0. These values can be computed on larger
subsequences by induction on the concatenation operator ⊕ as follows. Let
σ = (σu, . . . , σv) and σ′ = (σ′

w, . . . , σ
′
x) be two subsequences. The subsequence

σ ⊕ σ′ = (σu, . . . , σv, σ
′
w, . . . , σ

′
x) is characterized by the following values:

– T (σ ⊕ σ′) = T (σ) + tσvσ′
w
+ T (σ′)

– C(σ ⊕ σ′) = C(σ) +max(W (σ′), 1)(T (σ) + tσvσ′
w
) + C(σ′)

– W (σ ⊕ σ′) = W (σ) +W (σ′)
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4 MineReduce-based Metaheuristic for the MLP

4.1 The MineReduce Approach

The MineReduce approach builds upon the ideas introduced by previous ap-
proaches for incorporating data mining into metaheuristics, like the MDM ap-
proach [14]. Since the mined patterns are assumed to likely be part of the best
solutions to a problem instance, they are well-suited for reducing the size of that
instance. For example, the items in a pattern (temporarily fixed in the solution)
can be deleted from the instance or merged in a condensed representation.

MineReduce’s first steps are to build an elite set of solutions and to mine
patterns from this set. These steps are supposed to be carried out like in the
MDM approach, i.e., the best solutions found are stored in the elite set until the
data mining method is invoked. The subsequent steps compose a problem size
reduction (PSR) process intended to replace a multi-start metaheuristic’s initial
solution generation method. The Reduce step uses a pattern p to transform a
problem instance I into a reduced-size instance I ′. The Optimize step is ac-
complished through the application of the metaheuristic’s original optimization
procedures to I ′. The Expand step transforms the solution to I ′ into a solution
to I, which concludes the MineReduce-based generation of an initial solution.

MineReduce has been successfully applied in metaheuristics for problems
such as variants of vehicle routing and vertex cover, with considerable improve-
ments in solution quality and computational time, especially compared with
MDM-based metaheuristics [11, 12].

According to Talbi’s taxonomy for metaheuristics that incorporate machine
learning (ML) in their design [22], MineReduce-based methods are primarily
classified as problem-level ML-supported metaheuristics since this approach uses
data mining for hierarchical problem decomposition (defining and solving smaller
subproblems). In addition, they can also be classified as low-level ML-supported
metaheuristics given that data mining is used in a process that drives the ini-
tialization of solutions. Finally, regarding the learning time criteria, they are
classified as online ML-supported metaheuristics since they gather knowledge
during the search while solving the problem.

4.2 MineReduce-based GILS-RVND

The reduction process adopted for this problem is similar to the one adopted
for a vehicle routing problem [12]. In this case, a mined pattern is a set of
subsequences of customers. These subsequences can be contracted by replacing
all vertices in a subsequence with a single vertex.

Let G = (V,A) be a directed graph associated with an MLP instance and p a
pattern consisting of a set of subsequences of customer vertices in that instance.
Let G∗ = (V ∗, A∗) be a directed graph associated with the corresponding re-
duced instance based on p. Such a reduced version can be obtained as follows. Ini-
tially, G∗ is defined as a copy of G. For each subsequence σ = (i1, i2, ..., i|σ|) ∈ p
selected to be contracted, each of the customers in σ is removed from G∗ – that
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is, the vertex corresponding to the customer is removed from V ∗ and the arcs
that connect that vertex to the others are removed from A∗. Then, a customer
vertex iσ corresponding to the subsequence is added to V ∗ and arcs connecting
iσ to the other vertices in V ∗ are added to A∗. The travel time from each vertex
i∗ ∈ V ∗ to iσ is given by ti∗iσ = ti∗i1 , that is, the travel time from i∗ to i1 (the
first customer in σ). The travel time from iσ to each vertex i∗ ∈ V ∗ is given by
tiσi∗ = ti|σ|i∗ , that is, the travel time from i|σ| (the last customer in σ) to i∗.

The values in the “by concatenation” framework structures for a subsequence
with only the single vertex iσ are defined as T (iσ) = T (σ), C(iσ) = C(σ) and
W (iσ) = W (σ). Note that the need to adapt the “by concatenation” framework
structures to work seamlessly with reduced instances made this application of
MineReduce challenging even though the approach had previously been applied
to another routing problem.

The structure of the MineReduce-based version of GILS-RVND, called MR-
GILS-RVND, is depicted in Algorithm 2. The difference to Algorithm 1 is the use
of a MineReduce-based constructive process instead of the hybrid constructive
process from MDM-GILS-RVND in the last β iterations (line 16).

Algorithm 2 MR-GILS-RVND

1: f(s∗)←∞
2: for i← 1, . . . , IMax/2 do
3: s← ConstructiveProc()
4: s′ ← ILS(s)
5: if f(s′) < f(s∗) then
6: s∗ ← s′

7: end if
8: end for
9: for i← 1, . . . , IMax/2 do
10: if i = 1 or E was updated in iteration i− 1 then
11: P ←Mine(E, supmin,MaxP )
12: end if
13: if i ≤ (IMax/2)− β then
14: s← HybridConstructiveProc(p ∈ P )
15: else
16: s←MR-ConstructiveProc(p ∈ P )
17: end if
18: s′ ← ILS(s)
19: if f(s′) < f(s∗) then
20: s∗ ← s′

21: end if
22: end for
23: return s∗

The MineReduce-based constructive process, presented in Algorithm 3, is a
PSR process based on a pattern, as defined by the MineReduce approach.
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Algorithm 3 MR-ConstructiveProc(p)

1: ReduceInstance(p, γ)
2: s← ConstructiveProc()
3: s′ ← ILS(s)
4: s0 ← ExpandSolution(s′)
5: return s0

In this implementation, we sort all subsequences in a pattern in decreasing
length (number of traversed arcs) order. Then, we contract subsequences from
the longest to the shortest until we have used a portion γ of all pattern’s arcs. The
adoption of this strategy was motivated by preliminary tests showing that the
mined patterns contained too many arcs, producing reduced instances that were
too small. Hence, after expanding solutions found for the reduced instances, a
considerable effort was still necessary for the local search on the original instance.
Using only a portion of the arcs in a pattern adds control to the reduction factor.
Finally, we chose to favour longer subsequences because they are less likely to
occur than short subsequences given the same minimum support. Therefore, they
represent more robust and relevant portions of the patterns.

In Algorithm 3, the instance is reduced based on the provided pattern p
(line 1). Then, a solution for the reduced instance is obtained by applying the
original constructive and ILS methods from GILS-RVND (lines 2–3). Finally,
the solution found is expanded, producing a solution for the original instance
(line 4), which is returned (line 5).

Fig. 2 illustrates the application of MineReduce’s PSR process to an MLP
instance. Let S1 and S2 be two solutions composing an elite set (Fig. 2a and
Fig. 2b, respectively) and supmin = 100%. The mined pattern is depicted in
dashed lines in Fig. 2c. The longest subsequences in these patterns – (8, 6, 1)
and (10, 4, 5) – are contracted into vertices a and b, respectively, resulting in
the reduced instance I ′ shown in Fig. 2d. Then, a solution for I ′ (Fig. 2e is
obtained using the original construction and search methods from GILS-RVND
and expanded to become a solution for the original instance (Fig. 2f).

5 Computational Results

We have assessed the performance of our proposed method, MR-GILS-RVND, by
running computational experiments comparing it to the original state-of-the-art
MDM-GILS-RVND metaheuristic [19]. We have built MR-GILS-RVND upon the
original MDM-GILS-RVND source code. Both were implemented in C++ and
compiled with g++ 4.4.7. The experiments were run in a single thread on an
Intel® CoreTM i7-5500U 2.40 GHz CPU.

In these experiments, we used a set composed of 56 benchmark instances
with 120 to 1379 customers from TSPLIB [15], which was also used to compare
MDM-GILS-RVND and GILS-RVND in [19]. We ran both algorithms on ten
tests using different random seeds for each instance.
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(a) Elite solution S1
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(b) Elite solution S2
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(c) Mined pattern
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(d) Reduced instance I ′
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(e) Solution for I ′
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(f) Expanded solution

Fig. 2: MineReduce’s PSR applied to an MLP instance
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The configuration of the MDM-GILS-RVND parameters adopted in [19] was
used for both methods in our experiments: IMax = 10 (the number of multi-
start iterations); IILS = min(100, n) (the number of ILS iterations); R =
{0.00, 0.01, . . . , 0.25} (the possible values for α, a value that controls the greed-
iness level of the constructive process, randomly chosen for each multi-start it-
eration); supmin = 70% (the relative minimum support of the mined patterns);
d = 10 (the capacity of the elite set); and MaxP = 5 (the number of patterns
returned by the data mining process).

The parameters introduced in MR-GILS-RVND – β (the number of multi-
start iterations applying the MineReduce-based constructive process) and γ, the
portion of all arcs in a pattern that are used for contraction – had their values
tuned based on the best trade-off between solution quality and computational
time found in tests ran on a sample with 12 out of the 56 benchmark instances
(with 262 to 1291 customers). We refer to these 12 instances as the training set.
The following values were considered for tuning the parameters: {1, 2, . . . , 5}
for β, and {60%, 2/3, 70%, 80%} for γ. The best values found were β = 4 and
γ = 2/3. Hence, we used these values in the experiments ran on the remaining
44 instances – the validation set. MR-GILS-RVND, with this best parameter
configuration, found new best solutions for 6 out of the 12 instances in the
training set, which are reported in Table 1.

Table 1: New best solutions found by MR-GILS-RVND for training instances

Instance Solution Instance Solution Instance Solution

gil262 285,043 rd400 2,762,336 gr431 21,154,740
si535 12,246,046 gr666 63,454,259 vm1084 94,608,098

Table 2 summarizes the results obtained in the experiments using the in-
stances in the validation set. MDM-GILS-RVND and MR-GILS-RVND are com-
pared regarding the numbers of wins in best cost, average cost and average CPU
running time, the number of new best solutions found, and the summed number
of best known solutions (BKS) and new best solutions found.

The comparison on all 44 benchmark instances shows that MR-GILS-RVND
overcomes MDM-GILS-RVND regarding solution quality, obtaining better solu-
tions for most instances. Furthermore, MR-GILS-RVND found new best solu-
tions for five instances in this set.

On the other hand, MDM-GILS-RVND obtained more wins in average time.
This can be explained by the fact that all 15 instances with n ≤ 195 are in the
validation set. These small instances are easier than the others, and all of them
have been solved optimally by exact methods. The original MDM-GILS-RVND
finds their optimal solutions in a few seconds. Thus, the slight computational
overhead introduced by applying the size reduction process in MR-GILS-RVND
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Table 2: Results summary (all validation instances)

MDM-GILS-RVND MR-GILS-RVND

Wins Best Cost 4 6
Wins Avg. Cost 12 18
Wins Avg. Time 25 19
New best - 5
Nb BKS + new best 37 39

is not compensated by a convergence speedup as usual since the solutions cannot
be further improved.

Therefore, a separate comparison is presented in Table 3 considering only the
instances with n > 195 (the 29 largest instances). For these larger instances, both
methods are technically tied regarding average computational time, whereas the
superiority of MR-GILS-RVND regarding solution quality is further evidenced,
with about twice the number of wins of MDM-GILS-RVND in average cost.
Hence, these results show that the MineReduce approach, applied in MR-GILS-
RVND, improved solution quality without increasing computational time over
MDM-GILS-RVND.

Table 3: Results summary (n > 195)

MDM-GILS-RVND MR-GILS-RVND

Wins Best Cost 4 6
Wins Avg. Cost 9 17
Wins Avg. Time 15 14
New best - 5
Nb BKS + new best 22 25

Table 4 presents the detailed solution cost comparison results for the vali-
dation set. For each instance, we report the BKS cost from the literature and
the best and average costs obtained by each method over the ten runs. Win-
ning values in the comparison are in bold, solution costs matching the BKS are
presented in italics, and new best solution costs are underlined.

Table 5 presents the detailed running time comparison results for the valida-
tion set. For each instance, we report the average CPU running time in seconds
obtained by each method over the ten runs. Again, winning values in the com-
parison are presented in bold.
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6 Conclusion

This paper proposes a hybrid metaheuristic for the MLP based on the MineRe-
duce approach, which uses patterns extracted from an elite set of solutions using
data mining to reduce the size of problem instances.

The proposed method, named MR-GILS-RVND, was built through the appli-
cation of the MineReduce approach on MDM-GILS-RVND [19], a state-of-the-
art algorithm that applies another approach for incorporating data mining into
metaheuristics, which consists of inserting mined patterns in initial solutions.

We conducted computational experiments with 56 benchmark instances from
TSPLIB to compare MDM-GILS-RVND and MR-GILS-RVND. The reported
results evidence that our proposed MR-GILS-RVND overcomes MDM-GILS-
RVND, achieving better solutions for most instances without increasing compu-
tational time. Furthermore, the results show a more evident superiority of the
MineReduce-based method on more challenging instances (with n ≥ 230).

These results reinforce the potential of the MineReduce approach for improv-
ing the performance of metaheuristics within a conceptually simple framework
already applied to other combinatorial optimization problems. In future work,
further investigation on the current application can be made to other challenging
problem variants (e.g., time windows) that may require specialized design in the
“by concatenation” framework. Finally, we expect that the contributions made
in this work lead to a better comprehension of challenges involving problem size
reduction for hard combinatorial optimization problems.
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Table 4: Solution cost comparison

Instance BKS
MDM-GILS-RVND MR-GILS-RVND

Best Cost Avg. Cost Best Cost Avg. Cost

gr120 363,454a,b 363,454 363,454.0 363,454 363,700.3

pr124 3,154,346a,b 3,154,346 3,154,346.0 3,154,346 3,154,346.0

bier127 4,545,005a,b 4,545,005 4,545,691.9 4,545,005 4,545,005.0

ch130 349,874a,b 349,874 349,903.5 349,874 349,903.5

pr136 6,199,268a,b 6,199,268 6,200,041.6 6,199,268 6,200,360.9

gr137 4,061,498a,b 4,061,498 4,061,498.0 4,061,498 4,061,498.0

pr144 3,846,137a,b 3,846,137 3,846,137.0 3,846,137 3,846,137.0

ch150 444,424a,b 444,424 444,424.0 444,424 444,424.0
kroA150 1,825,769a,c 1,825,769 1,825,769.0 1,825,769 1,825,769.0
kroB150 1,786,546a,c 1,786,546 1,786,546.0 1,786,546 1,786,546.0

pr152 5,064,566a,b 5,064,566 5,064,566.0 5,064,566 5,064,566.0
u159 2,972,030a,c 2,972,030 2,972,204.2 2,972,030 2,972,204.2
si175 1,808,532a,c 1,808,532 1,808,532.0 1,808,532 1,808,532.0
brg180 174,750a,c 174,750 174,750.0 174,750 174,750.0
rat195 218,632a,c 218,632 218,736.6 218,632 218,771.3
d198 1,186,049c 1,186,049 1,186,273.3 1,186,049 1,186,049.0
kroA200 2,672,437c 2,672,437 2,672,444.2 2,672,437 2,672,437.0
kroB200 2,669,515c 2,669,515 2,675,993.6 2,669,515 2,676,444.9

gr202 2,909,247d 2,909,247 2,913,368.4 2,909,247 2,913,957.8

ts225 13,240,046d 13,240,046 13,240,046.0 13,240,046 13,240,533.0

tsp225 402,783d 402,783 402,933.3 402,783 402,925.4

pr226 7,196,869d 7,196,869 7,196,869.0 7,196,869 7,196,869.0

gr229 10,725,914d 10,725,914 10,731,249.9 10,725,914 10,729,841.4

pr264 5,471,615d 5,471,615 5,471,615.0 5,471,615 5,471,615.0

a280 346,989d 346,989 347,106.9 346,989 347,098.9

pr299 6,556,628d 6,556,628 6,559,030.8 6,556,628 6,559,653.7

lin318 5,619,810d 5,619,810 5,630,590.5 5,619,810 5,630,590.5

fl417 1,874,242d 1,874,242 1,874,242.0 1,874,242 1,874,246.0

pr439 17,829,541d 17,829,541 17,868,632.7 17,829,541 17,866,993.1

pcb442 10,301,705d 10,301,705 10,321,465.7 10,301,705 10,321,299.8

d493 6,677,458d 6,677,458 6,687,268.2 6,680,576 6,685,445.4

ali535 31,860,679d 31,860,679 31,910,477.9 31,860,679 31,907,551.1

pa561 658,870d 660,590 661,790.6 660,127 661,757.9

p654 7,827,273d 7,827,273 7,827,867.8 7,827,273 7,827,953.4

d657 14,112,540d 14,112,540 14,195,797.6 14,112,540 14,194,627.6

u724 13,504,408d 13,504,408 13,537,514.7 13,491,599 13,543,353.9

dsj1000 7,642,715,113d 7,642,715,113 7,664,531,851.2 7,642,418,952 7,662,310,139.5

dsj1000ceil 7,646,395,679d 7,646,395,679 7,676,973,751.4 7,632,965,540 7,674,650,570.0

si1032 46,896,355d 46,896,355 46,896,783.6 46,896,355 46,897,212.2

u1060 102,508,056d 102,539,819 102,759,493.6 102,436,120 102,681,878.9

pcb1173 30,890,385d 30,890,385 30,957,008.7 30,891,243 30,945,301.5

rl1304 144,592,447d 144,592,447 145,398,549.2 144,585,587 145,320,131.5

rl1323 155,697,857d 155,719,283 156,273,365.5 155,762,567 156,229,029.1

nrw1379 35,291,795d 35,291,795 35,456,093.0 35,329,106 35,461,487.4
Wins 4 12 6 18
Wins (n > 195) 4 9 6 17
aOptimality proven.
bFrom [17].
cFrom [4].
dFrom [19].
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Table 5: Average running time comparison

Instance MDM-GILS-RVND MR-GILS-RVND
gr120 10.73 10.88
pr124 6.83 7.14
bier127 10.31 10.65
ch130 11.99 12.90
pr136 19.30 17.29
gr137 9.25 9.79
pr144 11.31 11.43
ch150 14.19 14.69
kroA150 20.77 20.42
kroB150 19.41 18.68
pr152 13.13 14.09
u159 16.59 16.70
si175 19.04 20.98
brg180 23.84 23.29
rat195 45.90 45.39
d198 42.79 38.52
kroA200 45.14 43.15
kroB200 49.30 44.68
gr202 39.28 38.36
ts225 35.15 47.88
tsp225 56.59 56.65
pr226 37.91 39.55
gr229 53.37 53.63
pr264 51.31 52.99
a280 117.64 107.57
pr299 104.23 106.88
lin318 129.40 133.96
fl417 469.94 499.70
pr439 405.55 399.02
pcb442 604.91 601.88
d493 1,034.42 883.64
ali535 1,345.69 1,361.16
pa561 1,649.07 1,728.66
p654 1,825.05 1,742.79
d657 2,571.72 2,508.68
u724 4,209.10 4,430.35
dsj1000 17,630.28 17,792.34
dsj1000ceil 17,185.99 17,033.65
si1032 2,794.02 2,661.32
u1060 13,336.35 14,128.16
pcb1173 19,192.65 19,024.96
rl1304 17,636.57 18,013.06
rl1323 22,081.21 21,322.80
nrw1379 45,325.74 48,402.52
Wins 25 19
Wins (n > 195) 15 14
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Abstract: The hybrid genetic search (HGS) metaheuristic has produced outstanding results for

several variants of the vehicle routing problem. A recent implementation of HGS specialized to the

capacitated vehicle routing problem (CVRP) stands as a state-of-the-art method for this variant.

This paper proposes an improved HGS for the CVRP obtained by incorporating a new method for

initializing the population to guide the search more efficiently and effectively. The initialization

method introduced in this work combines an approach based on frequent patterns extracted from

good solutions by a data mining process and a randomized version of the Clarke and Wright

savings heuristic. As observed in our experimental comparison with the original algorithm, the

proposed method provides significant improvements to the primal integral, a performance measure

that rewards a balance of convergence speed and solution quality.

Team name: UFF–IC

Solver name: MDM–HGS
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1 Introduction

In the last decade, the hybrid genetic search (HGS) metaheuristic has produced outstanding results

for several variants of the vehicle routing problem (VRP), standing as a state-of-the-art method for

this family of combinatorial optimization problems [10, 11, 12]. Its most recent implementation,

specialized to the capacitated vehicle routing problem (CVRP), has outperformed all of the main

algorithms available for this VRP variant in extensive experimental comparisons [10]. The results

obtained by this specialized algorithm, referred to as HGS–CVRP, put it in a leading position among

the existing CVRP methods. As an improvement upon the current top-performing method’s results

would represent a significant accomplishment, we aimed at producing an improved version of HGS

for the CVRP in this work.

The combination of crossover- and neighborhood-based search in HGS, especially with the

SWAP* neighborhood structure introduced in HGS–CVRP, provides an excellent balance of diver-

sification and solution improvement. Hence, it seems there is little room for improvement in those

components. There was, however, another research direction with a great potential for improve-

ment: by introducing a new method for initializing the population, we could guide the search more

efficiently and effectively.

Hence, this paper proposes an improved version of HGS for the CVRP, obtained by incorporating

a new method for initializing the population. This new solution generation method relies on an

approach we refer to as MDM (which stands for multi data mining) that uses frequent patterns

extracted from good solutions by a data mining process [7] and a randomized version of the Clarke

and Wright savings heuristic (CW) [5].

The MDM approach has been initially proposed for a hybrid version of the GRASP metaheuris-

tic (MDM–GRASP), but it has later been used with other multi-start metaheuristics, including a

multi-start ILS for the heterogeneous fleet VRP [6]. The CW heuristic is very effective in producing

a relatively good solution in a short computing time and has been used for initializing solutions in

some recent state-of-the-art methods [1, 2, 3].

We compare the original HGS–CVRP and our proposed algorithm, which we call MDM–HGS, in

computational experiments evaluating both with respect to the primal integral (PI), a performance

measure that rewards a balance of convergence speed and solution quality [4]. The results show

that our version of HGS significantly outperforms the original one, converging faster and improving

solution quality.

2 HGS with Data Mining for the CVRP

This section presents the improved version of HGS with data mining we propose for the CVRP. A

general description of HGS–CVRP is given in Section 2.1. Section 2.2 describes MDM–HGS, our

proposed version of HGS–CVRP.
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2.1 HGS–CVRP: the Base Algorithm

HGS–CVRP is a population-based hybrid algorithm that combines neighborhood search strategies

with a genetic crossover operator. At a high abstraction level, it works as follows. Once the popula-

tion is initialized, the algorithm starts an iterative process consisting of four steps: (i) selecting two

parent individuals from the population; (ii) recombining them by applying the crossover operator

to produce an offspring; (iii) improving the offspring solution with a local search; (iv) inserting

the resulting solution in the population and applying a population management mechanism. This

iterative process is repeated until NIT consecutive iterations without improvement are completed

or a time limit TMAX is exceeded. If TMAX is defined, the algorithm restarts, re-initializing the

population, every time it completes NIT consecutive iterations without improvement.

In its population initialization phase, HGS–CVRP generates 4µ random solutions (where µ is

a parameter representing the minimum population size), improves them through local search, and

inserts them in the population.

2.2 MDM–HGS

MDM–HGS is a new version of HGS–CVRP based on the MDM approach, initially proposed for

a hybrid version of the GRASP metaheuristic (MDM-GRASP) [7]. In the MDM approach, an

elite set E keeps the α best solutions found during the execution of the metaheuristic. When

E is considered stable (usually when it does not change for a number of consecutive multi-start

iterations), a data mining method is used to extract a set of patterns P from its solutions. Then,

the solution initialization process uses the patterns from P .

The realization of the MDM approach elements in our MDM–HGS implementation is similar

to that adopted in the multi-start ILS for the heterogeneous fleet VRP from [6]. The data mining

method returns the β largest frequent patterns with minimum support γ found in E. Each pattern

is a set of paths connecting customers, which appear together in at least γ|E| solutions from E.

The difference to the heterogeneous fleet variant is the assignment of a vehicle type to each path,

which does not apply to the canonical CVRP addressed in this work. These sets of paths represent

elements that frequently appear together in good solutions. Hence, the mined patterns are used for

solution initialization to guide the search through more promising regions in the solution space.

E is updated every time a new feasible solution is inserted in the population if E is not full

or the new solution is better than the worst solution in E. It is considered stable when one of

the following criteria is met: (i) E has not been mined yet, and its contents have not changed for

a number of consecutive restarts greater than or equal to δRMAX, where RMAX is the maximum

number of restarts, dynamically estimated based on the elapsed time and the number of completed

restarts; or (ii) the contents of E have changed after it was last mined, but they have not changed

for a number of consecutive restarts greater than or equal to δRMAX.

Our new solution generation method is a randomized version of the well-known CW heuristic
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that uses the paths from a mined pattern to initialize routes. Its randomization mechanism is a

roulette wheel selection as in the CW implementation discussed in [8]. The savings list S is built

when the problem instance data is loaded. It contains all edges that connect two customers in

the input graph, sorted in decreasing order of their corresponding savings values. A saving value

represents the saving in cost obtained by concatenating two routes, one where customer i is adjacent

to the depot and another where customer j is adjacent to the depot, via the insertion of the edge

⟨i, j⟩ in the solution. It is given by sij = d0i + d0j − dij , where dij is the distance between vertices

i and j, and vertex 0 is the depot.

The randomized CW solution generation method based on a pattern p is summarized in Algo-

rithm 1. The solution is initialized with one route for each path in p (line 1) and one route for

each customer that is not in p (line 2). Then the savings list is iteratively processed (lines 3–7).

At each step, an edge ⟨i, j⟩ is selected among the t (a random number between 2 and 6, inclusive)

first unvisited entries in S using the roulette wheel method (line 5). If customers i and j are both

adjacent to the depot, in two different routes, and the vehicle capacity is sufficient for the total

demand of both routes, then these routes are concatenated through the insertion of ⟨i, j⟩ in the

solution (line 7). Finally, after S has been processed, to avoid an excessive number of routes, for

each route that remains with only one customer i, i is moved to the cheapest position adjacent to

the depot among all longer routes (line 9).

Algorithm 1 Pattern-based randomized CW solution generation

1: Initialize a route with each path in pattern p;

2: Initialize a route with each customer that is not in p;

3: while S contains unvisited positive-valued entries do

4: t← a random number from the interval [2, 6];

5: ⟨i, j⟩ ← RouletteWheel(S, t);

6: if i and j are in two different routes, both are adjacent to the depot, and the vehicle capacity

is sufficient then

7: Concatenate the two routes through ⟨i, j⟩;
8: for all routes with only one customer i do

9: Move i to the cheapest position adjacent to the depot in a longer route;

10: Return the generated solution;

In the population initialization, MDM–HGS generates (1 − η)εµ solutions using the method

described in Algorithm 1 and ηεµ random solutions using the original method from HGS–CVRP.

Every generated solution is improved through local search and inserted in the population.

Two new parameters are introduced. η ∈ (0, 1) controls the randomness level in the initial

population to keep an appropriate level of diversification. ε replaces the constant 4 from HGS–

CVRP as we considered that generating 4µ solutions for the initial population could excessively

delay convergence, so we wish to try lower values for this factor.
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Note that the patterns set P is empty when the population is first initialized. In that case,

pattern p in Algorithm 1 is an empty set, so the method behaves like an ordinary CW heuristic.

After the first activation of the data mining method, one of the mined patterns in P is selected for

each solution generated by Algorithm 1.

3 Parameters Tuning

We have kept the values for the HGS–CVRP parameters as defined in [10]. The parameters in-

troduced in MDM–HGS and the respective values considered on the tuning process are shown in

Table 1. They have been tuned on the benchmark X instances [9] via an iterative process where,

at each step, one parameter value varied while the remaining parameter values were fixed. The

instances have been separated into three groups corresponding to size ranges based on the number

of vertices n, and the tuning process was conducted for each range independently to minimize the

average primal integral. Table 2 presents the best configurations found.

Table 1: MDM–HGS parameters and respective values considered on tuning

Parameter Description Considered values

α Elite set capacity {5, 10, 15}
β Number of patterns mined from the elite set {1, 2, . . . , 10}
γ Relative minimum suppport of mined patterns {0.4, 0.5, . . . , 1.0}
δ Coefficient used in elite set stabilization criteria {0.03, 0.04, . . . , 0.07}
ε Coefficient that controls initial population size {1, 2, 3, 4}
η Initial population randomness level {0.1, 0.2, . . . , 0.9}

Table 2: Best parameter configurations

Range α β γ δ ε η

n ≤ 200 5 5 0.8 0.05 1 0.1

200 < n ≤ 400 10 5 0.8 0.05 1 0.8

n > 400 5 5 0.8 0.05 1 0.2

4 Results

The experiments were run on AMD EPYC 7532 @ 2.4 GHz CPUs. We have performed ten in-

dependent runs of the algorithms with different seeds for each instance. A wall clock time limit

of 1,800 seconds was set for instances with n ≤ 200, 3,600 seconds for 200 < n ≤ 400, and 7,200

seconds for n > 400. Detailed tables of results are presented in Appendix A. For each of the 141
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instances, we report the best known solution (BKS)1 and, for each algorithm, the average primal

integral (Avg PI), the average solution cost (Avg Cost), the percentage gap of Avg Cost from the

BKS (Gap), and the best solution cost (Best Cost).

Table 3 summarizes the results, showing for each algorithm: the global average primal integral;

the average Gap; the number of wins in Avg PI, Avg Cost, and Best Cost; and the numbers of

best known and new best solutions found. We present three comparisons: one on all 141 instances,

one on the X instances (used for tuning), and another on all instances not in the X set. As

these comparisons show, MDM–HGS obtains significantly better PI values than HGS–CVRP and

solutions of higher quality. HGS–CVRP found two new best solutions (for instances Loggi-n501-

k242 and ORTEC-n701-k64) and MDM–HGS found other two (for instances Loggi-n601-k42 and

Loggi-n901-k42).

Table 3: Results summary

All instances X instances All except X instances

HGS–CVRP MDM–HGS HGS–CVRP MDM–HGS HGS–CVRP MDM–HGS

Global Avg PI 0.5243853 0.4250732 0.1192855 0.1147131 1.5124335 1.1820491

Avg Gap 0.43% 0.33% 0.08% 0.07% 1.30% 0.97%

Wins Avg PI 42 99 32 68 10 31

Wins Avg Cost 37 58 26 38 11 20

Wins Best Cost 18 52 12 33 6 19

No. BKSs 69 71 52 51 17 20

New Best 2 2 0 0 2 2

5 Conclusion

This paper presented MDM–HGS, an improved version of the state-of-the-art HGS metaheuristic

for the CVRP (HGS–CVRP) [10]. MDM–HGS was produced by introducing a new method for

initializing the population, based on patterns extracted from a set of good solutions using data

mining and on a randomized Clarke and Wright savings heuristic. We conducted experiments to

compare the performance of the proposed MDM–HGS with that of HGS–CVRP. The results ob-

tained demonstrate that MDM–HGS outperforms HGS–CVRP with respect to the primal integral,

a performance measure that rewards a balance of convergence speed and solution quality. These

results show that the proposed pattern-based initialization method significantly improves the search

performance, allowing faster convergence and higher solution quality.

1As listed on the CVRPLIB website (http://vrp.atd-lab.inf.puc-rio.br) on December 16th, 2021.
2A solution for instance Loggi-n501-k24 with the same cost was listed in the results from the 12th DIMACS

Implementation Challenge (http://dimacs.rutgers.edu/programs/challenge/vrp/cvrp/cvrp-competition) on January

23rd, 2022.
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A Detailed Tables of Results

Winning values in the comparisons are highlighted in bold, best costs matching the corresponding

BKS values are highlighted in italic, and new best solution costs are underlined.

Table 4: Comparison of HGS–CVRP and MDM–HGS over ten runs

Instance BKS
HGS–CVRP MDM–HGS

Avg PI Avg Cost Gap Best Cost Avg PI Avg Cost Gap Best Cost

E-n101-k8 815 0.0007505 815.00 0.00% 815 0.0004060 815.00 0.00% 815

E-n101-k14 1067 0.0011573 1067.00 0.00% 1067 0.0008523 1067.00 0.00% 1067

CMT4 1028.42 0.0021390 1028.42 0.00% 1028.42 0.0016326 1028.42 0.00% 1028.42

CMT5 1291.29 0.0170969 1291.45 0.01% 1291.45 0.0144392 1291.43 0.01% 1291.29

F-n135-k7 1162 0.0012635 1162.00 0.00% 1162 0.0003578 1162.00 0.00% 1162

P-n101-k4 681 0.0007505 681.00 0.00% 681 0.0002513 681.00 0.00% 681

Tai385 24366.41 0.0190638 24368.14 0.01% 24367.91 0.0152241 24367.84 0.01% 24366.41

Golden 9 579.70 0.0945582 579.93 0.04% 579.70 0.1032073 579.91 0.04% 579.70

Golden 10 735.43 0.2880702 736.77 0.18% 735.43 0.2842852 737.04 0.22% 736.29

Golden 11 911.98 0.2117253 913.12 0.12% 912.69 0.2271350 913.25 0.14% 912.61

Golden 12 1101.24 0.3206600 1103.70 0.22% 1102.71 0.2975944 1102.96 0.16% 1101.32

Golden 13 857.19 0.0187493 857.19 0.00% 857.19 0.0275244 857.19 0.00% 857.19

Golden 14 1080.55 0.0091111 1080.55 0.00% 1080.55 0.0062722 1080.55 0.00% 1080.55

Golden 15 1337.27 0.1636654 1338.78 0.11% 1337.73 0.1635862 1338.61 0.10% 1338.19

Golden 16 1611.28 0.1592594 1612.52 0.08% 1611.79 0.1478730 1612.31 0.06% 1611.28

Golden 17 707.76 0.0011438 707.76 0.00% 707.76 0.0007965 707.76 0.00% 707.76

Golden 18 995.13 0.0121521 995.13 0.00% 995.13 0.0238004 995.13 0.00% 995.13

Golden 19 1365.60 0.0130377 1365.60 0.00% 1365.60 0.0122402 1365.61 0.00% 1365.60

Golden 20 1817.59 0.0367520 1817.96 0.02% 1817.64 0.0312992 1817.82 0.01% 1817.59

Antwerp1 477277 2.9081381 487770.30 2.20% 486959 2.4651578 487178.40 2.07% 486497

Antwerp2 291371 6.2112301 306085.20 5.05% 305190 5.5196095 305692.30 4.92% 305039

Brussels1 501734 6.8409837 528315.90 5.30% 527068 4.4950502 521466.40 3.93% 520643

Brussels2 345485 8.8157220 369502.50 6.95% 368166 6.8585951 367347.20 6.33% 366817

Flanders1 7240218 6.6227198 7576637.60 4.65% 7567917 3.3106721 7412830.50 2.38% 7407580

Flanders2 4373346 10.0000000 4979707.60 13.86% 4950737 7.3120491 4616571.20 5.56% 4603333

Ghent1 469532 4.5523259 486102.60 3.53% 485713 3.6412099 482759.50 2.82% 482315

Ghent2 257748 7.2426897 272874.40 5.87% 272165 6.3879312 272738.60 5.82% 272117

Leuven1 192848 1.9168784 195232.00 1.24% 194813 1.8420827 195391.80 1.32% 195102

Leuven2 111391 4.1023647 114801.30 3.06% 114458 3.7980189 114687.00 2.96% 114412

X-n101-k25 27591 0.0008475 27591.00 0.00% 27591 0.0002881 27591.00 0.00% 27591

X-n106-k14 26362 0.0480004 26367.70 0.02% 26362 0.0600124 26370.90 0.03% 26362

X-n110-k13 14971 0.0007182 14971.00 0.00% 14971 0.0002805 14971.00 0.00% 14971

X-n115-k10 12747 0.0010350 12747.00 0.00% 12747 0.0002104 12747.00 0.00% 12747
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Table 5: Comparison of HGS–CVRP and MDM–HGS over ten runs (continued)

Instance BKS
HGS–CVRP MDM–HGS

Avg PI Avg Cost Gap Best Cost Avg PI Avg Cost Gap Best Cost

X-n120-k6 13332 0.0017057 13332.00 0.00% 13332 0.0005126 13332.00 0.00% 13332

X-n125-k30 55539 0.0022937 55539.00 0.00% 55539 0.0015046 55539.00 0.00% 55539

X-n129-k18 28940 0.0021591 28940.00 0.00% 28940 0.0012854 28940.00 0.00% 28940

X-n134-k13 10916 0.0048763 10916.00 0.00% 10916 0.0021764 10916.00 0.00% 10916

X-n139-k10 13590 0.0011116 13590.00 0.00% 13590 0.0006501 13590.00 0.00% 13590

X-n143-k7 15700 0.0028865 15700.00 0.00% 15700 0.0017933 15700.00 0.00% 15700

X-n148-k46 43448 0.0022258 43448.00 0.00% 43448 0.0012080 43448.00 0.00% 43448

X-n153-k22 21220 0.0266271 21224.70 0.02% 21224 0.0286073 21224.90 0.02% 21224

X-n157-k13 16876 00016545 16876.00 0.00% 16876 0.0006476 16876.00 0.00% 16876

X-n162-k11 14138 0.0017371 14138.00 0.00% 14138 0.0007897 14138.00 0.00% 14138

X-n167-k10 20557 0.0046896 20557.00 0.00% 20557 0.0032843 20557.00 0.00% 20557

X-n172-k51 45607 0.0024970 45607.00 0.00% 45607 0.0014888 45607.00 0.00% 45607

X-n176-k26 47812 0.0050518 47812.00 0.00% 47812 0.0040955 47812.00 0.00% 47812

X-n181-k23 25569 0.0031308 25569.00 0.00% 25569 0.0027489 25569.00 0.00% 25569

X-n186-k15 24145 0.0037869 24145.00 0.00% 24145 0.0024708 24145.00 0.00% 24145

X-n190-k8 16980 0.0371058 16981.40 0.01% 16980 0.0328346 16980.20 0.00% 16980

X-n195-k51 44225 0.0052043 44225.00 0.00% 44225 0.0035907 44225.00 0.00% 44225

X-n200-k36 58578 0.0072826 58578.00 0.00% 58578 0.0067785 58578.00 0.00% 58578

X-n204-k19 19565 0.0020594 19565.00 0.00% 19565 0.0014963 19565.00 0.00% 19565

X-n209-k16 30656 0.0055620 30656.00 0.00% 30656 0.0044601 30656.00 0.00% 30656

X-n214-k11 10856 0.0334471 10856.30 0.00% 10856 0.0353976 10856.70 0.01% 10856

X-n219-k73 117595 0.0022935 117595.00 0.00% 117595 0.0014856 117595.00 0.00% 117595

X-n223-k34 40437 0.0052572 40437.00 0.00% 40437 0.0053860 40437.00 0.00% 40437

X-n228-k23 25742 0.0036312 25742.00 0.00% 25742 0.0027064 25742.00 0.00% 25742

X-n233-k16 19230 0.0063406 19230.00 0.00% 19230 0.0069371 19230.00 0.00% 19230

X-n237-k14 27042 0.0043749 27042.00 0.00% 27042 0.0027764 27042.00 0.00% 27042

X-n242-k48 82751 0.0446882 82764.80 0.02% 82751 0.0444105 82771.60 0.02% 82764

X-n247-k50 37274 0.0290335 37274.00 0.00% 37274 0.0144882 37274.00 0.00% 37274

X-n251-k28 38684 0.0205326 38684.00 0.00% 38684 0.0155068 38684.00 0.00% 38684

X-n256-k16 18839 0.0130645 18839.00 0.00% 18839 0.0113000 18839.00 0.00% 18839

X-n261-k13 26558 0.0233039 26558.10 0.00% 26558 0.0167841 26558.00 0.00% 26558

X-n266-k58 75478 0.1553469 75553.80 0.10% 75478 0.1531489 75557.80 0.11% 75517

X-n270-k35 35291 0.0378798 35303.00 0.03% 35303 0.0373540 35303.00 0.03% 35303

X-n275-k28 21245 0.0030218 21245.00 0.00% 21245 0.0027920 21245.00 0.00% 21245

X-n280-k17 33503 0.0781659 33510.00 0.02% 33503 0.0452590 33503.70 0.00% 33503

X-n284-k15 20215 0.1579628 20236.80 0.11% 20228 0.1522369 20233.70 0.09% 20217
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Table 6: Comparison of HGS–CVRP and MDM–HGS over ten runs (continued)

Instance BKS
HGS–CVRP MDM–HGS

Avg PI Avg Cost Gap Best Cost Avg PI Avg Cost Gap Best Cost

X-n289-k60 95151 0.1382099 95233.20 0.09% 95185 0.1338773 95225.20 0.08% 95163

X-n294-k50 47161 0.0469679 47166.90 0.01% 47161 0.0768137 47178.20 0.04% 47169

X-n298-k31 34231 0.0094907 34231.00 0.00% 34231 0.0071716 34231.00 0.00% 34231

X-n303-k21 21736 0.0520567 21739.70 0.02% 21738 0.0571379 21740.60 0.02% 21738

X-n308-k13 25859 0.0469797 25862.40 0.01% 25861 0.0533399 25862.20 0.01% 25859

X-n313-k71 94043 0.0616832 94073.90 0.03% 94044 0.0538170 94052.70 0.01% 94044

X-n317-k53 78355 0.0074638 78355.00 0.00% 78355 0.0047830 78355.00 0.00% 78355

X-n322-k28 29834 0.0515693 29837.50 0.01% 29834 0.0521901 29840.50 0.02% 29834

X-n327-k20 27532 0.0651764 27535.10 0.01% 27532 0.0410109 27533.20 0.00% 27532

X-n331-k15 31102 0.0198349 31102.60 0.00% 31102 0.0203486 31102.80 0.00% 31102

X-n336-k84 139111 0.1515611 139226.80 0.08% 139192 0.1364896 139217.20 0.08% 139172

X-n344-k43 42050 0.0626566 42060.80 0.03% 42050 0.0506730 42059.20 0.02% 42055

X-n351-k40 25896 0.2016053 25937.50 0.16% 25921 0.1955979 25936.70 0.16% 25930

X-n359-k29 51505 0.2030894 51568.00 0.12% 51515 0.2262600 51553.80 0.09% 51516

X-n367-k17 22814 0.0087575 22814.00 0.00% 22814 0.0059225 22814.00 0.00% 22814

X-n376-k94 147713 0.0060703 147713.00 0.00% 147713 0.0076381 147713.90 0.00% 147713

X-n384-k52 65928 0.1888654 66018.30 0.14% 65997 0.1589981 65997.40 0.11% 65968

X-n393-k38 38260 0.0139726 38260.00 0.00% 38260 0.0111013 38260.00 0.00% 38260

X-n401-k29 66154 0.1082049 66209.40 0.08% 66179 0.0867611 66195.50 0.06% 66165

X-n411-k19 19712 0.0389108 19715.50 0.02% 19712 0.0376028 19715.60 0.02% 19712

X-n420-k130 107798 0.0295049 107815.50 0.02% 107801 0.0321385 107818.50 0.02% 107798

X-n429-k61 65449 0.0552796 65472.10 0.04% 65457 0.0613447 65469.40 0.03% 65455

X-n439-k37 36391 0.0168978 36394.60 0.01% 36391 0.0206609 36396.00 0.01% 36391

X-n449-k29 55233 0.2160589 55308.80 0.14% 55288 0.2138432 55308.40 0.14% 55251

X-n459-k26 24139 0.0639060 24141.70 0.01% 24139 0.0770024 24146.70 0.03% 24139

X-n469-k138 221824 0.1502856 222043.60 0.10% 221956 0.1296349 222006.80 0.08% 221841

X-n480-k70 89449 0.0645461 89476.40 0.03% 89459 0.0551488 89467.70 0.02% 89457

X-n491-k59 66483 0.2180405 66584.70 0.15% 66523 0.2063260 66568.50 0.13% 66512

X-n502-k39 69226 0.0275632 69234.40 0.01% 69227 0.0170000 69228.30 0.00% 69227

X-n513-k21 24201 0.0138413 24201.00 0.00% 24201 0.0155519 24201.00 0.00% 24201

X-n524-k153 154593 0.0595416 154632.90 0.03% 154605 0.0776792 154654.40 0.04% 154605

X-n536-k96 94846 0.2390787 95032.90 0.20% 94977 0.2137369 95002.80 0.17% 94930

X-n548-k50 86700 0.0721160 86734.10 0.04% 86706 0.0719223 86730.00 0.03% 86700

X-n561-k42 42717 0.0480631 42723.80 0.02% 42719 0.0347771 42723.00 0.01% 42719

X-n573-k30 50673 0.2297247 50761.30 0.17% 50744 0.2376677 50764.20 0.18% 50742

X-n586-k159 190316 0.1294136 190470.00 0.08% 190368 0.1333633 190449.30 0.07% 190387
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Table 7: Comparison of HGS–CVRP and MDM–HGS over ten runs (end)

Instance BKS
HGS–CVRP MDM–HGS

Avg PI Avg Cost Gap Best Cost Avg PI Avg Cost Gap Best Cost

X-n599-k92 108451 0.1981210 108607.10 0.14% 108563 0.1462474 108548.90 0.09% 108476

X-n613-k62 59535 0.2549738 59631.40 0.16% 59576 0.2136413 59635.50 0.17% 59561

X-n627-k43 62164 0.3246838 62309.30 0.23% 62264 0.3252797 62291.30 0.20% 62239

X-n641-k35 63682 0.2993405 63815.20 0.21% 63732 0.2251879 63759.40 0.12% 63709

X-n655-k131 106780 0.0299415 106794.80 0.01% 106780 0.0305676 106798.90 0.02% 106780

X-n670-k130 146332 0.3405979 146688.70 0.24% 146531 0.3765850 146710.40 0.26% 146575

X-n685-k75 68205 0.2494317 68323.70 0.17% 68299 0.2672046 68313.00 0.16% 68245

X-n701-k44 81923 0.3412277 82116.60 0.24% 82038 0.3949137 82147.30 0.27% 81995

X-n716-k35 43373 0.3249152 43483.80 0.26% 43467 0.3281632 43464.30 0.21% 43411

X-n733-k159 136187 0.1932235 136372.90 0.14% 136315 0.1735737 136345.10 0.12% 136319

X-n749-k98 77269 0.5295949 77594.10 0.42% 77513 0.5572760 77597.50 0.43% 77516

X-n766-k71 114417 0.3120103 114694.60 0.24% 114634 0.3346094 114713.60 0.26% 114672

X-n783-k48 72386 0.6008088 72720.40 0.46% 72580 0.4861709 72609.80 0.31% 72503

X-n801-k40 73305 0.2799093 73430.50 0.17% 73374 0.2636007 73390.00 0.12% 73311

X-n819-k171 158121 0.2547253 158418.50 0.19% 158296 0.2268259 158311.20 0.12% 158239

X-n837-k142 193737 0.3198199 194128.40 0.20% 193902 0.3397571 194142.60 0.21% 194007

X-n856-k95 88965 0.0903170 89013.40 0.05% 88983 0.0942825 89026.40 0.07% 88966

X-n876-k59 99299 0.4500970 99597.10 0.30% 99484 0.4368642 99589.30 0.29% 99441

X-n895-k37 53860 0.5510356 54063.90 0.38% 53980 0.4950917 54034.30 0.32% 53951

X-n916-k207 329179 0.3122050 329782.40 0.18% 329653 0.3054591 329735.40 0.17% 329547

X-n936-k151 132715 0.5774159 133342.00 0.47% 133198 0.5897809 133360.00 0.49% 133146

X-n957-k87 85465 0.1310368 85524.60 0.07% 85502 0.1361873 85523.10 0.07% 85479

X-n979-k58 118976 0.3804908 119186.30 0.18% 119130 0.3631164 119188.20 0.18% 119081

X-n1001-k43 72355 0.6730433 72652.80 0.41% 72584 0.6344107 72625.20 0.37% 72534

Loggi-n401-k23 336946 0.0811768 337118.20 0.05% 337065 0.0685315 337046.70 0.03% 336963

Loggi-n501-k24 177466 0.0259036 177490.20 0.01% 177428∗ 0.0248328 177484.40 0.01% 177466

Loggi-n601-k19 113155 0.1301022 113253.50 0.09% 113181 0.1361894 113256.10 0.09% 113174

Loggi-n601-k42 347059 0.0216727 347061.50 0.00% 347052 0.0103610 347058.90 0.00% 347046

Loggi-n901-k42 246418 0.2081868 246563.00 0.06% 246441 0.1877334 246584.20 0.07% 246360

Loggi-n1001-k31 284356 0.6993173 285727.70 0.48% 285362 0.6208397 285689.50 0.47% 285521

ORTEC-n242-k12 123750 0.0217995 123752.50 0.00% 123750 0.0252933 123757.50 0.01% 123750

ORTEC-n323-k21 214071 0.0334482 214088.40 0.01% 214071 0.0359751 214096.40 0.01% 214071

ORTEC-n405-k18 200986 0.0048351 200986.00 0.00% 200986 0.0034401 200986.00 0.00% 200986

ORTEC-n455-k41 292516 0.0315280 292544.80 0.01% 292516 0.0526819 292571.00 0.02% 292516

ORTEC-n510-k23 184529 0.1029263 184586.70 0.03% 184529 0.2094845 184720.80 0.10% 184529

ORTEC-n701-k64 445592 0.0647200 445676.00 0.02% 445541 0.0994955 445824.10 0.05% 445601
∗A solution for instance Loggi-n501-k24 with cost 177428 was listed in the results from the 12th DIMACS Implementation

Challenge (http://dimacs.rutgers.edu/programs/challenge/vrp/cvrp/cvrp-competition) on January 23rd, 2022.
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Abstract—Coping with uncertainty is a very challenging
issue in many real-world applications. However, conventional
classification models usually assume there is no uncertainty in
data at all. In order to fill this gap, there has been a growing
number of studies addressing the problem of classification
based on uncertain data. Although some methods resort to
ignoring uncertainty or artificially removing it from data, it has
been shown that predictive performance can be improved by
actually incorporating information on uncertainty into classifi-
cation models. This paper proposes an approach for building an
ensemble of classifiers for uncertain categorical data based on
biased random subspaces. Using Naive Bayes classifiers as base
models, we have applied this approach to classify ageing-related
genes based on real data, with uncertain features representing
protein-protein interactions. Our experimental results show
that models based on the proposed approach achieve better
predictive performance than single Naive Bayes classifiers and
conventional ensembles.

Keywords-Classification, Ensemble, Uncertain data, Naive
Bayes, Bioinformatics

I. INTRODUCTION

Data uncertainty is a common issue in many real-world
domains due to various reasons, including measurement
errors, data staleness, repeated measurements, data gener-
ation and collection process. Coping with uncertainty is
a challenging task in data mining applications since the
reliability of the information used to build models signif-
icantly impacts their performance. However, conventional
classification methods usually assume that data are precisely
defined, effectively disregarding uncertainty.

In order to fill this gap, there has been a growing number
of studies addressing the problem of classification based on
uncertain data. Although some methods resort to ignoring
uncertainty or artificially removing it from data, strate-
gies for actually incorporating information on uncertainty
into classification models have produced promising results,

This study was financed in part by: Conselho Nacional de De-
senvolvimento Cientı́fico e Tecnológico (CNPq, Brazil) [grant number
310444/2018-7]; Coordenação de Aperfeiçoamento de Pessoal de Nı́vel
Superior (CAPES, Brazil) [finance code 001]; and Instituto Brasileiro de
Geografia e Estatı́stica (IBGE, Brazil).

showing that this kind of approach can improve predictive
performance [1]–[4].

In this paper, we propose a new approach for building an
ensemble of classifiers tailored to cope with uncertainty in
the values of categorical features. We rely on the hypothesis
that the higher the degree of uncertainty for a given feature,
the less it might contribute to the predictive performance as
it provides less reliable information about the instances to be
classified. We evaluate this proposed approach by applying
it to build an ensemble of Naive Bayes classifiers.

Our experiments involve datasets of ageing-related genes
containing uncertain features. Ageing can be defined as a
progressive decline in the fitness of an organism that occurs
with increasing age, ultimately ending in death. While it
is unclear precisely what mechanisms drive ageing, genes
certainly play an essential role in it [5]. Therefore, ageing
genetics is an important subject in computational biology.
In addition, ageing is a strategic research area because the
proportion of elderly individuals among the population is
increasing fast, and old age is the greatest risk factor for
many diseases (including, e.g., most types of cancer).

The remainder of this paper is organized as follows. Sec-
tion II reviews the background on the main topics covered in
this work. In Section III, we introduce our proposed novel
approach. Section IV describes our experimental method-
ology. Section V reports the results obtained. Finally, we
present conclusions in Section VI.

II. BACKGROUND

A. Ensemble Methods

In this work, we consider ensemble methods categorized
as averaging methods. They build several base classifiers
independently on random subsets of the original training
set. Then, they aggregate the individual base classifiers’
predictions to form a combined prediction.

These methods can be differentiated by how they draw
random subsets of the original training set. In particular,
Bagging methods are those that draw random subsets of the
instances in the dataset with replacement [6], and if a method
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draws random subsets of the features in the dataset, then it
is known as Random Subspaces [7].

B. Naive Bayes Classifiers

Given a class variable y and a feature vector X =
(x1, x2, . . . , xm), based on the application of Bayes’ theo-
rem under the “naive” assumption that the features are con-
ditionally independent given the value of the class variable,
a Naive Bayes classifier predicts the class y that maximizes
the approximation of P (y|X) given by:

P (y|X) ∝ P (y)

m∏

j=1

P (xj |y) (1)

We have chosen Naive Bayes as the base classifier to
evaluate our proposed ensemble scheme since it has obtained
good results in many real-world domains, including the
classification of ageing-related genes [8]–[10] – the target
application domain in this work. Furthermore, there are
several reports on the use of Naive Bayes classifiers to build
ensembles in the literature [11]–[13].

C. Classification with Uncertain Data

Data uncertainty is a common issue in many real-world
applications due to various reasons, including measurement
errors, data staleness, data generation and collection process.
The forms of data uncertainty have been usually classified
into existential uncertainty or value uncertainty.

Existential uncertainty refers to the case when it is uncer-
tain whether an object exists. For example, an instance in a
dataset could be associated with a probability representing
the confidence of its occurrence.

In contrast, value uncertainty, which we address in this
work, refers to the case when an instance is known to exist,
but its feature values are not precisely known. An uncertain
feature value is usually represented by a probability distri-
bution on the domain of the feature.

Uncertainty in numerical feature values has been the focus
of several studies, using multiple types of classification
models such as neural networks [1], decision trees [2],
k-nearest neighbors [3] and support vector machines [4].
Although some of those approaches could be adapted to cope
with uncertain categorical features, this kind of value uncer-
tainty has received relatively little attention in the literature.
Another noticeable characteristic about past work in this
field is that most experiments have been performed on data
that were not originally uncertain. Instead, uncertainty was
artificially introduced into the data through augmentation
processes. In contrast, we evaluate our proposed approach
using real-world data with uncertain categorical features.

III. PROPOSED APPROACH

The specification of the approach proposed in this work
considers the following definitions.

Let F = {f1, f2, . . . , fm} be the set of predictive features,
where m ≥ 1, and C = {c1, c2, . . . , cq} be the set of
classes, where q ≥ 2. The domain of a feature fj is
dom(fj). A dataset D = {(X1, y1), (X2, y2), . . . , (Xn, yn)}
consists of n labelled instances. Each instance in D, iden-
tified by an index i, is associated with a feature vector
Xi = (xi1, xi2, . . . , xim) and a class label yi ∈ C. The
classification problem is to construct a model from D that
is capable of predicting the class of an unlabelled instance
given its corresponding feature vector.

Our uncertainty framework considers that some of the
features are uncertain, i.e., there is a set of uncertain features
U ⊆ F , all of which are assumed to be categorical. If fj
is a categorical feature, its domain is a finite set of values
dom(fj) = {vj1, vj2, . . . , vj|dom(fj)|}, |dom(fj)| ≥ 2. If a
feature fj is not uncertain, its corresponding value xij for
an instance i is represented by a single value vij . Otherwise
it is a discrete probability distribution represented by a
probability vector Pij . That is:

xij =

{
vij ∈ dom(fj), if fj ∈ F \ U
Pij = (pij1, pij2, . . . , pij|dom(fj)|), otherwise

where, if fj ∈ U , pijk ∈ [0, 1] represents the probability
that xij assumes the value vjk and

∑|dom(fj)|
k=1 pijk = 1.

A. An Ensemble Approach for Coping with Uncertainty in
Categorical Features

We propose a new approach for building an ensemble of
classifiers that incorporates uncertainty about the value of
categorical features into the model. The intuition motivating
this proposal is that the higher the degree of uncertainty for
a given feature, the less it might contribute to the predictive
performance as it provides less reliable information about
the instances to be classified. Furthermore, missing values,
i.e., the absence of values for a feature in a dataset, are
also considered since they represent another factor that may
undermine the contribution of a feature to the model.

This approach relies on the use of a bias value computed
for each feature fj based on its degree of uncertainty and
on its fraction of missing values in the dataset, given by:

bj =


1− 1

|I \Mj |
∑

i∈I\Mj

Eij


× |I \Mj |

|I|

where I = {1, 2, . . . , n} is the set of indices of all instances
in D, Mj is the set of indices of instances in D with a
missing value for the feature fj , and Eij is the entropy of
the probability distribution represented by Pij if fij is an
uncertain feature (or zero, otherwise), that is:

Eij =

{
−∑|dom(fj)|

k=1 pijklog(pijk), if fj ∈ U

0, otherwise

In the feature bias definition, the first factor (between
parentheses) is the complement of the mean entropy over
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all probability distributions associated with the feature fj ,
whereas the second factor is the fraction of non-missing
values for the feature. Therefore, the computed bias is a
value in the range [0, 1] with higher values indicating lower
uncertainty degrees, i.e., more reliable features.

The feature bias values are normalized over all features,
defining a probability distribution B = (β1, β2, . . . , βm),
where a probability βj associated with a feature fj is given
by βj = bj/(

∑m
l=1 bl).

Recall that in the general Random Subspaces strategy,
each base classifier in the ensemble is trained with a different
set of features, sampled from the full set F . In this approach,
we use the probability distribution B to sample the features
to be considered by each base classifier in the ensemble
instead of the default uniform distribution. Hence, we call
our proposed approach Biased Random Subspaces (BRS).

Note that no assumption is made about if or how the
base classifiers in the ensemble handle uncertain data, as
our focus is on the BRS approach to cope with uncertainty
at the ensemble level. Even if the base classifiers do not cope
with uncertainty, this approach can still be straightforwardly
applied. As an example, it can be done by replacing each
probability distribution Pij corresponding to an uncertain
feature in the dataset with its expected value, i.e., the value
vjk that maximizes pijk.

IV. EXPERIMENTAL METHODOLOGY

A. Dataset Creation

In this work, we have applied the proposed approach to
the classification of ageing-related genes in different types
of organisms, which several studies have addressed in recent
years [8]–[10], [14]–[16]. In this problem, the objective is to
identify the effect of genes on the longevity of an organism.
More specifically, given an ageing-related gene, the problem
is to predict whether its effect on the lifespan of an organism
is positive (pro-longevity) or negative (anti-longevity).

The GenAge database, part of the Human Ageing Ge-
nomic Resources (HAGR) collection [17], is an essen-
tial resource in this context, comprising data about over
two thousand genes, including their classification regarding
longevity influence.

Genes encode proteins, and information about the in-
teraction between two proteins, known as protein-protein
interaction (PPI), has been used in past work addressing the
classification of ageing-related genes [10], [14], [16], leading
to improvements in predictive performance. STRING [18] is
a database of PPIs that stem from computational predictions,
from knowledge transfer between organisms, and from in-
teractions aggregated from other databases.

Due to the technical difficulties of detecting PPIs via
biological experiments, the available information on PPI
is incomplete and exhibits varying levels of reliability.
Furthermore, it is complemented with computational predic-
tions (which are less reliable than biological experiments in

general). Therefore, the STRING database provides a score
for each PPI, computed by combining the probabilities from
the different evidence channels, which means the available
data on PPI are intrinsically uncertain.

We have generated four datasets1 of ageing-related genes
by integrating data from the GenAge database (Build 20) and
the STRING database (Version 11.0). Each dataset contains
data regarding ageing-related genes of one of the four major
biomedical model organisms from the GenAge database:
C. elegans (roundworm), D. melanogaster (fruit fly), M.
musculus (mouse), and S. cerevisiae (baker’s yeast).

Each instance in our datasets refers to an ageing-related
gene of the corresponding model organism and consists
of uncertain features referring to PPIs and a binary class
variable indicating if the instance is positive (pro-longevity
gene) or negative (anti-longevity gene) according to the
GenAge database. Each PPI feature refers to one protein and
has a binary domain, indicating whether or not an interaction
between the protein encoded by the corresponding gene (the
current instance) and the protein referred by the feature
has been observed. Since these features are uncertain, they
are represented by probability distributions according to our
uncertainty framework.

A value xij for a PPI feature fj corresponding to an
instance i in the dataset is represented by a probability
distribution Pij = (pij1, pij2), where pij1 and pij2 are the
complimentary probabilities of xij assuming each of the two
values in dom(fj). Therefore, each probability distribution
associated with a PPI feature value can actually be encoded
by a single value pij , in which case Pij = (pij , 1 − pij).
In our datasets, this value is the confidence score obtained
from the STRING database for the corresponding PPI, which
indicates its probability of occurrence.

Some distinctive characteristics of these datasets, which
make them quite challenging, are a very large number of
features, a small number of instances, and a very high
percentage of missing values (which occur when there is
no information regarding a specific PPI in the STRING
database). We have discarded PPI features with low support
(annotating less than ten genes) to avoid overfitting.

Table I presents detailed information about the datasets.
The first column indicates the corresponding model organ-
ism, whereas the remaining columns present, respectively,
the number of instances, the number of features, the per-
centage of missing values, and the percentage of instances
corresponding to each class (Anti- and Pro-longevity).

B. Algorithms Being Evaluated

In the experiments, we consider two baseline methods,
both based on conventional Naive Bayes classifiers. Each of
these methods uses a different interpretation of the uncertain
feature values since they do not cope with uncertainty.

1The datasets used in the experiments are publicly available on the web
at https://github.com/marcelorhmaia/ensembles-for-uncertain-data
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Table I
INFORMATION ABOUT THE DATASETS USED IN THE EXPERIMENTS

Dataset Instances Features Missing
Values (%)

Class (%)
Anti Pro

C. elegans 763 9692 93.8 66.3 33.7
D. melanogaster 185 3883 88.4 37.3 62.7
M. musculus 82 4216 78.4 37.8 62.2
S. cerevisiae 382 4274 90.3 88.0 12.0

The first baseline method (referred to as NB-NV) treats
each uncertain value (the probability of occurrence of the
corresponding PPI) as a numeric value. Therefore, it assumes
that dom(fj) = [0, 1], ∀j ∈ {1, 2, . . . ,m} and that the
feature value probability distributions are Gaussian.

The other baseline method (referred to as NB-EV) re-
places each uncertain value with the expected value from
the corresponding probability distribution, i.e., it binarizes
the value representing the probability of occurrence of the
corresponding PPI using the threshold value 0.5. It considers
multivariate Bernoulli distributions for the data.

In both baseline methods, we replace missing values with
zeros, i.e., if there is no information regarding a PPI in the
dataset, we assume it does not occur, a case represented by a
zero value, as usual in the literature using PPIs as predictive
features for classifying genes.

For each baseline method, we build an ensemble that uses
the conventional Bagging and Random Subspaces strategies
(referred to as ENB-NV and ENB-EV, respectively) and
another one that uses our proposed BRS approach in com-
bination with conventional Bagging (ENB-NV+BRS and
ENB-EV+BRS, respectively). Note that ENB-NV and ENB-
EV do not cope with uncertainty, but only the proposed
ENB-NV+BRS and ENB-EV+BRS ensembles do so.

We have used available implementations from the scikit-
learn library [19] as the baseline methods, as well as for
the conventional ensembles. The algorithms based on our
proposed approaches have been implemented through the
extension of scikit-learn’s original methods2. We have set the
ensembles to use 500 base classifiers, building each one on a
different subset of the training set consisting of n instances
drawn by the Bagging procedure and

√
m features drawn

by the Random Subspaces (or the BRS) procedure.
We first separate the experiments into two groups (con-

sisting of methods based on the NV and EV approaches),
and then compare three algorithms in each group:

• a single Naive Bayes classifier (one of the two baseline
methods)

• a conventional ensemble of this base classifier
• another ensemble that uses our proposed BRS approach

Then we compare the best models from the two groups.

2The source-code used in the experiments is publicly available on the
web at https://github.com/marcelorhmaia/ensembles-for-uncertain-data

C. Measuring Predictive Performance

We assess the predictive performance of the evaluated
algorithms using two metrics: the Area Under the Receiver
Operating Characteristic curve (AUROC) and the geometric
mean of sensitivity and specificity.

The ROC curve is a method for evaluating the perfor-
mance of a binary classifier by plotting its true-positive
rate (sensitivity) versus its false-positive rate (one minus
the specificity) at various threshold settings. The AUROC
summarizes this information into one number.

The geometric mean of sensitivity and specificity (G-
mean) measures the balance between predictive perfor-
mances on both the majority and minority classes. There-
fore, it is suitable for assessing predictive performance on
imbalanced datasets, like the ones used in our experiments.

Each algorithm was evaluated by running a well-known
10-fold cross-validation procedure. In addition, we have
assessed the statistical significance of the differences in
the predictive performance measures between each pair
of algorithms. We have used a paired Wilcoxon signed-
rank test for each dataset for this evaluation, considering
a significance level of 0.05.

V. COMPUTATIONAL RESULTS

In the first experiment, we have compared the three
models based on NB-NV. Table II presents the specificity
(Spec.) and sensitivity (Sens.) values obtained by each
model, as these measures are used to compute predictive
performance metrics. Specificity and sensitivity correspond
to the recall values for the Anti-longevity and Pro-longevity
classes, respectively.

Table II
SPECIFICITY AND SENSITIVITY VALUES (%) FOR MODELS BASED ON

NB-NV

Dataset NB-NV ENB-NV ENB-NV+BRS
Spec. Sens. Spec. Sens. Spec. Sens.

C. elegans 70.54 56.61 35.54 94.47 42.30 87.47
D. melanogaster 36.19 85.12 76.65 42.85 80.23 44.56
M. musculus 46.83 86.45 64.33 50.67 64.33 49.24
S. cerevisiae 99.69 0.00 50.68 65.83 40.81 85.00

Tables III and IV present the results for this group of
models regarding the AUROC and G-mean metrics, respec-
tively. Besides the predictive performance values achieved
by each model on each dataset, these tables present the
average rank for each model in the last row. The best value in
each comparison is presented in bold. Furthermore, the sta-
tistically significant differences in the comparisons between
the model using our proposed BRS approach and each of
the other models are indicated by superscript symbols next
to the respective higher values.

Based on the results presented in Tables III and IV, the
general conclusion from this first experiment is that ENB-
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Table III
AUROC RESULTS (%) FOR MODELS BASED ON NB-NV

Dataset NB-NV ENB-NV ENB-NV+BRS
C. elegans 63.52 71.46 72.33a
D. melanogaster 60.83 65.62 65.03
M. musculus 67.93 66.73 68.51
S. cerevisiae 49.84 61.62 61.22a

Avg. Rank 2.75 1.75 1.50
aStatistically significant (NB-NV vs. ENB-NV+BRS),

p-value = 0.003 for C. elegans,
p-value = 0.004 for S. cerevisiae.

Table IV
G-MEAN RESULTS (%) FOR MODELS BASED ON NB-NV

Dataset NB-NV ENB-NV ENB-NV+BRS
C. elegans 63.19 57.94 60.83b
D. melanogaster 55.50 57.31 59.79
M. musculus 63.63 57.09 56.28
S. cerevisiae 0.00 57.76 58.90a
Avg. Rank 2.00 2.25 1.75
aStatistically significant (NB-NV vs. ENB-NV+BRS),

p-value = 0.003.
bStatistically significant (ENB-NV vs. ENB-NV+BRS),

p-value = 0.033.

NV+BRS is the best model regarding both AUROC and G-
mean, with the average ranks of 1.50 and 1.75, respectively.

In the second experiment, we have compared the three
models based on NB-EV. Table V presents the specificity
and sensitivity values obtained by each model, whereas
Tables VI and VII present the results for this group of models
regarding the AUROC and G-mean metrics, respectively.

Table V
SPECIFICITY AND SENSITIVITY VALUES (%) FOR MODELS BASED ON

NB-EV

Dataset NB-EV ENB-EV ENB-EV+BRS
Spec. Sens. Spec. Sens. Spec. Sens.

C. elegans 74.99 58.42 96.44 13.64 90.27 26.89
D. melanogaster 26.91 86.26 8.33 96.09 8.33 94.55
M. musculus 34.83 85.14 18.67 92.64 23.67 92.64
S. cerevisiae 85.56 36.67 98.83 5.00 94.45 24.17

Table VI
AUROC RESULTS (%) FOR MODELS BASED ON NB-EV

Dataset NB-EV ENB-EV ENB-EV+BRS
C. elegans 76.89a 76.91b 74.81
D. melanogaster 66.65 64.05 69.00
M. musculus 66.87 69.26 69.30
S. cerevisiae 77.13 75.55 76.79
Avg. Rank 2.00 2.25 1.75
aStatistically significant (NB-EV vs. ENB-EV+BRS),

p-value = 0.012.
bStatistically significant (ENB-EV vs. ENB-EV+BRS),

p-value = 0.033.

Based on the results presented in Tables VI and VII,
the general conclusion from the second experiment is that

Table VII
G-MEAN RESULTS (%) FOR MODELS BASED ON NB-EV

Dataset NB-EV ENB-EV ENB-EV+BRS
C. elegans 66.19a 36.27 49.27b
D. melanogaster 48.18a 28.28 28.06
M. musculus 54.46 41.59 46.82
S. cerevisiae 56.01 22.23 47.78b

Avg. Rank 1.00 2.75 2.25
aStatistically significant (NB-EV vs. ENB-EV+BRS),

p-value = 0.003 for C. elegans,
p-value = 0.010 for D. melanogaster.

bStatistically significant (ENB-EV vs. ENB-EV+BRS),
p-value = 0.005 for C. elegans,
p-value = 0.017 for S. cerevisiae.

the proposed ENB-EV+BRS is the best model regarding
AUROC and the second best (out of three) regarding G-
mean, with the average ranks of 1.75 and 2.25, respectively.
In this experiment, a single NB-EV classifier performed
better than both ensembles regarding G-mean. Nonetheless,
it is noticeable that our proposed BRS approach was still
able to improve the predictive performance of an ensemble,
as the ENB-EV+BRS model outperformed the ENB-EV.

Our third experiment aims at determining the best overall
method regarding the AUROC metric. Table VIII presents
the results for ENB-NV+BRS and ENB-EV+BRS, the best
models from experiments 1 and 2, respectively, regarding
this metric. The proposed ENB-EV+BRS was the best
overall model in this comparison, outperforming the ENB-
NV+BRS for all datasets.

Table VIII
AUROC RESULTS (%) FOR THE BEST MODEL FROM TABLE III AND

THE BEST MODEL FROM TABLE VI

Dataset ENB-NV+BRSa ENB-EV+BRSb

C. elegans 72.33 74.81
D. melanogaster 65.03 69.00
M. musculus 68.51 69.30
S. cerevisiae 61.22 76.79∗
Avg. Rank 2.00 1.00
aResults from Table III. bResults from Table VI.
∗Statistically significant, p-value = 0.012.

Finally, our fourth experiment aims at determining the
best overall method regarding the G-mean metric. Table IX
presents the results for ENB-NV+BRS and NB-EV, the best
models from experiments 1 and 2, respectively, regarding
this metric. ENB-NV+BRS was the best overall model in
this comparison, with an average rank of 1.25.

As a general conclusion from the reported experiments,
we can point out that the results support the hypothesis
that our proposed BRS approach improves the predictive
performance of ensembles on uncertain data, as the best
overall models for the AUROC and G-mean metrics were
the ENB-NV+BRS and ENB-EV+BRS, respectively, both
based on the BRS approach.
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Table IX
G-MEAN RESULTS (%) FOR THE BEST MODEL FROM TABLE IV AND

THE BEST MODEL FROM TABLE VII

Dataset ENB-NV+BRSa NB-EVb

C. elegans 60.83 66.19
D. melanogaster 59.79∗ 48.18
M. musculus 56.28 54.46
S. cerevisiae 58.90 56.01
Avg. Rank 1.25 1.75
aResults from Table IV. bResults from Table VII.
∗Statistically significant, p-value = 0.038.

VI. CONCLUSIONS

In this work, we have addressed the problem of classifica-
tion in datasets containing categorical features with uncertain
values, i.e., values represented by probability distributions
in the respective features’ domains. We have proposed
an ensemble approach called Biased Random Subspaces
(BRS) for coping with this kind of uncertainty, based on
the hypothesis that features with lower uncertainty degrees
have better class-discrimination power since there is higher
confidence about their actual values across the dataset.

Our experiments have compared two types of single Naive
Bayes classifiers, conventional ensembles of these classifiers
and ensembles based on the BRS approach. We have applied
them to classify ageing-related genes from four model
organisms based on real data containing uncertain features
referring to protein-protein interactions. The results show
that the ensembles applying our BRS approach achieved the
best overall predictive performance, supporting the hypoth-
esis that applying BRS-based ensembles of classifiers is an
effective approach to cope with uncertainty in categorical
features, leading to higher predictive performance.

Some directions for future work include applying the
proposed BRS approach to build ensembles of other base
classifiers than Naive Bayes and perform experiments with
other datasets containing uncertain data.

REFERENCES

[1] J. Ge, Y. Xia, and C. Nadungodage, “UNN: A neural network
for uncertain data classification,” in Advances in Knowledge
Discovery and Data Mining, 2010, pp. 449–460.

[2] S. Tsang, B. Kao, K. Y. Yip, W.-S. Ho, and S. D. Lee,
“Decision trees for uncertain data,” IEEE Trans. Knowl. Data
Eng., vol. 23, no. 1, pp. 64–78, 2011.

[3] F. Angiulli and F. Fassetti, “Nearest neighbor-based classifi-
cation of uncertain data,” ACM Trans. Knowl. Discov. Data,
vol. 7, no. 1, 2013.

[4] Z. Xie, Y. Xu, and Q. Hu, “Uncertain data classification with
additive kernel support vector machine,” Data Knowl. Eng.,
vol. 117, pp. 87–97, 2018.

[5] D. Wieser, I. Papatheodorou, M. Ziehm, and J. M. Thornton,
“Computational biology for ageing,” Philos. Trans. Royal Soc.
B: Biol. Sci., vol. 366, no. 1561, pp. 51–63, 2011.

[6] L. Breiman, “Bagging predictors,” Mach. Learn., vol. 24,
no. 2, pp. 123–140, 1996.

[7] T. K. Ho, “The random subspace method for constructing
decision forests,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 20, no. 8, pp. 832–844, 1998.

[8] C. Wan and A. Freitas, “Prediction of the pro-longevity or
anti-longevity effect of caenorhabditis elegans genes based
on bayesian classification methods,” in IEEE Int. Conf. on
Bioinformatics and Biomedicine, 2013, pp. 373–380.

[9] P. N. da Silva, A. Plastino, and A. A. Freitas, “A novel genetic
algorithm for feature selection in hierarchical feature spaces,”
in SIAM Int. Conf. on Data Mining, 2018, pp. 738–746.

[10] P. N. da Silva, A. Plastino, F. Fabris, and A. A. Freitas,
“A novel feature selection method for uncertain features: An
application to the prediction of pro-/anti- longevity genes,”
IEEE/ACM Trans. Comput. Biol. Bioinform., 2020.

[11] E. Bauer and R. Kohavi, “An empirical comparison of voting
classification algorithms: Bagging, boosting, and variants,”
Mach. Learn., vol. 36, no. 1, pp. 105–139, 1999.

[12] A. Tsymbal, S. Puuronen, and D. W. Patterson, “Ensemble
feature selection with the simple bayesian classification,” Inf.
Fusion, vol. 4, no. 2, pp. 87–100, 2003.

[13] A. Prinzie and D. Van den Poel, “Random multiclass clas-
sification: Generalizing random forests to random MNL and
random NB,” in Database and Expert Systems Applications,
2007, pp. 349–358.

[14] T. Huang et al., “Deciphering the effects of gene deletion
on yeast longevity using network and machine learning ap-
proaches,” Biochim., vol. 94, no. 4, pp. 1017–1025, 2012.

[15] C. Wan, A. A. Freitas, and J. P. de Magalhães, “Predicting
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Interpretable Ensembles of Classifiers for
Uncertain Data with Bioinformatics Applications
Marcelo Rodrigues de Holanda Maia, Alexandre Plastino, Alex A. Freitas, and João Pedro de Magalhães

Abstract—Data uncertainty remains a challenging issue in many applications, but few classification algorithms can effectively cope
with it. An ensemble approach for uncertain categorical features has recently been proposed, achieving promising results. It consists in
biasing the sampling of features for each model in an ensemble so that less uncertain features are more likely to be sampled. Here we
extend this idea of biased sampling and propose two new approaches: one for selecting training instances for each model in an
ensemble and another for sampling features to be considered when splitting a node in a Random Forest training. We applied these
approaches to classify ageing-related genes and predict drugs’ side effects based on uncertain features representing protein-protein
and protein-chemical interactions. We show that ensembles based on our proposed approaches achieve better predictive performance
than conventional ensembles. Furthermore, we propose two approaches for interpreting an ensemble of Naive Bayes classifiers and
analyse their results for our ageing-related datasets.

Index Terms—Classification, interpretability, uncertainty, bioinformatics, the biology of ageing.

✦

1 INTRODUCTION

DATA uncertainty can be categorised into existential
uncertainty, which occurs when the existence of some

data record is uncertain, and value uncertainty, which can
be further categorised into class-label uncertainty or feature-
value uncertainty. This work addresses feature-value un-
certainty, which occurs when some feature values in a
data record (instance) are not precisely known. This un-
certainty can naturally arise due to the limited precision of
data collection technology, particularly in bioinformatics or
biomedical domains. An uncertain feature value is usually
represented by a probability distribution on the correspond-
ing feature’s domain.

It has been shown that incorporating information on un-
certainty into classification algorithms can improve predic-
tive performance [1], [2], [3], [4], [5], but this is still an under-
explored research topic, particularly for categorical features,
since most previous methods focus on uncertain numerical
features. Hence, this work proposes new ensemble methods
for coping with uncertain categorical features.

We focus on ensemble methods that learn many base
classifiers independently on random subsets of the original
training set and then aggregate the base classifiers’ pre-
dictions. In general, such ensemble methods usually have
better predictive performance and are more robust to slight
data variations than any single base classifier. In particular,
Bagging methods randomly sample subsets of the instances
in the dataset with replacement (which is called bootstrap
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sampling) [6], and Random Subspaces methods randomly
sample subsets of the features in the dataset [7].

An ensemble approach for uncertain categorical features,
named Biased Random Subspaces (BRS), has recently been
proposed by Maia et al. [3]. It consists in biasing the random
sampling of features for each model in an ensemble, based
on the principle that features with lower uncertainty degrees
should have better class-discrimination potential since the
confidence about their actual values is higher.

Relying on the same hypothesis, this work extends the
idea of biased random sampling by proposing two new
approaches for building ensembles of classifiers that cope
with uncertain categorical features. The first is a Biased
Bootstrap (BB) approach for selecting training instances for
each model in an ensemble. The second is a Biased Splitting
(BS) approach for sampling features to be considered when
splitting a node while building the trees of a Random Forest.

We evaluate our proposed approaches by using them to
build Naive Bayes (NB) classifiers ensembles and Random
Forests, and performing experiments on ten classification
datasets with real uncertain information. This uncertainty
consists of feature values’ probability distributions extracted
from real-world databases – unlike previous work, which
typically used datasets with artificially generated uncer-
tainty [1], [2], [4], [5].

Out of these 10 datasets, 4 were also used in [3]. In
these datasets, each instance is an ageing-related gene, the
class labels indicate whether a gene has a pro-longevity
or anti-longevity effect on a particular organism’s lifespan,
as recorded in the GenAge database [8], and the features
represent protein-protein interaction (PPI) information. The
feature uncertainty is represented by probabilities of inter-
actions between two proteins, obtained from the STRING
database [9].

The other 6 datasets are introduced in this work. In these
datasets, each instance is a drug (chemical), the class labels
indicate whether or not a drug has a particular side effect,
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as recorded in the SIDER database [10], and the features
represent protein-chemical interaction (PCI) information.
The feature uncertainty is represented by probabilities of
interactions between a chemical (drug) and a protein, ob-
tained from the STITCH database [11].

We report two types of results. First, we compare the
predictive performance of the ensemble methods using the
aforementioned uncertainty-management approaches (BRS,
BB and BS) against the accuracy of the corresponding
standard ensemble methods (without the BRS, BB and BS
approaches), using two well-known predictive performance
measures: the Area Under the ROC curve (AUROC) and
the geometric mean of Sensitivity and Specificity [12]. In
general, the proposed uncertainty-aware ensemble methods
outperformed the baseline uncertainty-unaware methods.

Second, we report the results of interpreting the best
ensemble models learned from the ageing-related datasets.
Model interpretation is an increasingly important topic in
machine learning [13], and it has been used to derive novel
biological insights in bioinformatics domains [14], [15].
Although a single NB classifier is naturally interpretable,
interpreting an ensemble of NB classifiers is not trivial.
Hence, we propose two approaches for interpreting an
ensemble of NB classifiers (computing feature importance
measures) as an additional contribution. The first measures
the importance of a feature based on conditional probability
differences, whereas the second is a more sophisticated
approach based on finding the minimal set of features
that is sufficient to preserve the class predicted for an
instance (so that changes to the values of other features
in that instance do not change the class predicted by the
model). We use these two interpretation approaches for NB
ensembles and a conventional feature importance measure
for random forests to learn feature rankings for the ageing-
related datasets, identifying the most important features for
predicting such genes’ effects on an organism’s lifespan.

In summary, this paper extends the initial work from [3]
by providing four new contributions. First, we propose two
new approaches – Biased Bootstrap (BB) and Biased Split-
ting (BS) – for learning from uncertain categorical features,
which complement the Biased Random Subspace (BRS) one
introduced in [3]. Second, in [3] the BRS approach was
used to create NB ensembles only; whilst in this paper, we
create several types of ensembles, including NB ensembles
with the BB approach and random forests with the BS and
BB approaches. Third, the experiments in [3] used only 4
datasets of ageing-related genes, whilst in this paper, we
use 10 datasets: those 4 datasets and 6 new datasets for pre-
dicting drugs’ side effects. Fourthly, this paper introduces
two approaches for interpreting an ensemble of Naive Bayes
classifiers, whilst no such interpretation was attempted
in [3]. We also use these interpretation approaches to analyse
the best models learned from the ageing-related datasets,
discussing the results from the perspective of the biology of
ageing as an interdisciplinary contribution.

2 METHODS

2.1 Definitions
Let F = {f1, f2, . . . , fm} be the set of predictive features,
where m ≥ 1, and C = {c1, c2, . . . , cq} be the set of classes,

where q ≥ 2. The domain of a feature fj is dom(fj). A
dataset D = {(X1, y1), (X2, y2), . . . , (Xn, yn)} consists of n
labelled instances. Each instance in D, identified by an index
i, is associated with a feature vector Xi = (xi1, xi2, . . . , xim)
and a class label yi ∈ C . In the classification problem, the ob-
jective is to construct a model from D capable of predicting
the class of an unlabelled instance given its corresponding
feature vector.

Let U ⊆ F be the set of uncertain features, all of
which are assumed to be categorical in this work. If fj is
a categorical feature, its domain is a finite set of values
dom(fj) = {vj1, vj2, . . . , vj|dom(fj)|}, |dom(fj)| ≥ 2. If a
feature fj is not uncertain, its corresponding value xij for an
instance i is represented by a single value. Otherwise, it is a
discrete probability distribution represented by a probability
vector Pij . That is:

xij =

{
xij ∈ dom(fj), if fj ∈ F \ U
Pij = (pij1, pij2, . . . , pij|dom(fj)|), otherwise

where, if fj ∈ U , pijk ∈ [0, 1] represents the probability that
xij takes the value vjk and

∑|dom(fj)|
k=1 pijk = 1.

2.2 Coping with uncertainty in ensemble models

Recently, an ensemble approach for coping with uncertainty
in categorical features, named Biased Random Subspaces
(BRS), has been proposed by Maia et al. [3]. It consists in
biasing the random sampling of features for each model in
an ensemble. Here we extend the idea of biased random
sampling to two new approaches: a Biased Bootstrap (BB)
approach for selecting training instances for each model in
an ensemble (which can be used with any bagging-based
ensemble algorithm) and a Biased Splitting (BS) approach
for sampling features to be considered when splitting a node
while building the trees of a Random Forest.

From [3], we have the definition of the bias value for a
feature fj , given by:

b∗j =


1− 1

|I \M∗j |
∑

i∈I\M∗j

Eij


× |I \M∗j |

|I|

where I = {1, 2, . . . , n} is the set of indices of all instances
in D, M∗j is the set of indices of instances in D with a
missing value for the feature fj , and Eij is the normalized
entropy of the probability distribution represented by Pij if
fij is an uncertain feature (or zero, otherwise), that is:

Eij =





∑|dom(fj)|
k=1 pijklog(pijk)

log(1/|dom(fj)|) , if fj ∈ U

0, otherwise

The feature bias values are normalized over all features,
defining a probability distribution B = (β1, β2, . . . , βm),
where a probability βj associated with a feature fj is given
by βj = b∗j/(

∑m
l=1 b∗l).

Instead of the default uniform distribution from the
general Random Subspaces strategy, the BRS approach uses
the probability distribution B to sample the features to train
each base classifier in the ensemble.

Random Forests usually do not sample features before
generating each tree. Nonetheless, they sample a subset
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of features to be considered as candidate features when
splitting each node of a tree. Hence, we propose the Biased
Splitting (BS) approach for this sampling, which uses the
probability distribution B to sample the candidate features.

Finally, we propose the Biased Bootstrap (BB) approach
for instance sampling, which is analogous to the BRS and
BS aproaches for feature sampling. Hence, we define the
bias value for an instance identified by index i, given by:

bi∗ =


1− 1

|F \Mi∗|
∑

fj∈F\Mi∗

Eij


× |F \Mi∗|

|F |

where Mi∗ is the set of features in D with a missing value
for instance i.

The instance bias values are normalized over all in-
stances, defining a distribution Γ = (γ1, γ2, . . . , γn), where
a probability γi associated with an instance identified by
index i is given by γi = bi∗/(

∑n
l=1 bl∗).

The BB approach uses probability distribution Γ to sam-
ple the instances to be used for training each base classifier.

2.3 Interpreting NB ensembles via conditional proba-
bilities

The first approach we propose for interpreting an ensemble
of NB classifiers relies on the influence that a feature value
xij ∈ dom(fj) has for determining the most likely class to
be predicted for an instance by a single NB classifier, which
we compute as an importance score. We then combine the
importance scores obtained from all the classifiers into the
ensemble’s importance scores.

This approach does not address feature uncertainty. It
assumes the base models of the ensemble are standard NB
classifiers. Therefore, in this context, xij is always repre-
sented by a single value.

Given a feature vector Xi = (xi1, xi2, . . . , xim) associ-
ated with an unlabelled instance identified by index i, a NB
classifier predicts the class y ∈ C that maximizes the value
given by P (y|Xi) ∝ P (y)

∏m
j=1 P (xij |y).

We first present our definition of importance for binary
classifiers, where C = {c1, c2}. The importance of a feature
value xij in a given NB classifier is estimated by the follow-
ing difference of conditional probabilities:

Diff(xij , c1, c2, e) = |P (xij |c1)− P (xij |c2)|
where e is the classifier for which the difference is com-
puted. Clearly, the higher the difference in the class-
conditioned probability of a feature value between the two
class labels, the more importance (influence) that feature
value will have for determining the most likely class to be
assigned to the testing instance.

For datasets with more than two class labels, this idea
can be generalised by summing the differences between all
pairs of class labels in C :

Importance(xij , C, e) =

q−1∑

r=1

q∑

s=r+1

Diff(xij , cr, cs, e)

The importance of a feature value xij for an ensem-
ble of NB classifiers is computed by averaging its im-
portance across all classifiers in the ensemble. However,

different NB classifiers will generally use different feature
subsets (due to the random subspaces approach). Intu-
itively, other things being equal, the larger the number of
classifiers in the ensemble that use a feature, the larger
the importance of a value of that feature. Therefore, we
assume that, if a classifier eu does not use a feature fj ,
then Importance(xij , C, eu) = 0. Hence, we define the
ensemble-wide importance as:

Importance(xij , C) =

∑t
u=1 Importance(xij , C, eu)

t

where eu is the u-th classifier and t is the total number of
classifiers in the ensemble.

This equation is appropriate when the predicted class
returned by the ensemble is computed by a simple majority
vote of all classifiers, i.e., all classifiers have the same weight
in the voting. If weighted voting is used instead (where the
weight of a vote is proportional to the classifier’s confidence
in its prediction), then the importance equation could be
easily modified to compute a correspondingly weighted
average over the t classifiers.

Finally, once the importance value has been computed
for all feature values xij , we rank all feature values in de-
creasing order of importance. Then a user (domain expert)
can focus on interpreting the top-ranked feature values, i.e.,
the most important ones for predicting the class variable in
the ensemble.

Note that for binary domain features, where dom(fj) =
{vj1, vj2}, the importance computed for both values will be
the same due to the complementarity of probabilities in use.
Given two class labels cr and cs such that cr ∈ C , cs ∈ C
and cr ̸= cs, the following relations apply:

P (vj1|cr) = 1− P (vj2|cr) (1)

P (vj1|cs) = 1− P (vj2|cs) (2)

The difference of the class-conditioned probabilities of
the value vj1 between cr and cs for a classifier e would be:

Diff(vj1, cr, cs, e) = |P (vj1|cr)− P (vj1|cs)| (3)

By replacing (1) and (2) in (3), we obtain:

Diff(vj1, cr, cs, e) = |(1− P (vj2|cr))− (1− P (vj2|cs))|
= |1− P (vj2|cr)− 1 + P (vj2|cs)|
= |P (vj2|cs)− P (vj2|cr)|
= |P (vj2|cr)− P (vj2|cs)|
= Diff(vj2, cr, cs, e)

Therefore, for binary domain features (like the PPI and
PCI features in our datasets), the importance computed for
both values in the domain is the same. Then, the importance
computed for any of the values in a feature’s domain can be
interpreted as that feature’s importance.

2.4 Interpreting NB ensembles via minimal sufficient
features

The approach based on conditional probability differences
measures the importance of each feature value separately,
ignoring its importance in the context of all other feature
values. This is consistent with NB assuming that each
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Algorithm 1. MinimalSufficientSet(Xi, e)

1: ci ← class predicted by e for Xi

2: SuppSet← {fj |P (xij |ci) > P (xij |y),∀y ∈ C \ {ci}}
3: S ← SuppSet
4: Calculate Importance(xij , C, e) for all fj ∈ S
5: SortedFeats← SortByImportance(SuppSet)
6: e′ ← e
7: for each feature fj in SortedFeats do
8: Remove fj from e′

9: c′i ← class predicted by e′ for Xi

10: if c′i = ci then
11: S ← S \ {fj}
12: else
13: Exit loop
14: end if
15: end for
16: return S

feature is independent of all others conditioned on the
class variable, but it does not directly measure the influ-
ence of a feature value on class prediction. Naive Bayes
makes class predictions using the formula: P (y|Xi) ∝
P (y)

∏m
j=1 P (xij |y). Therefore, whether or not a conditional

probability will make a difference in the choice of the
predicted class depends on the entire set of conditional
probabilities and the prior class probability.

Hence, we propose a second approach that considers
sets of feature values. The principle we rely on is the same
adopted in the definitions of anchors by Ribeiro et al. [16]
and minimal sufficient factors by Watson et al. [17]. We seek
to find, for each instance, a minimal set of features that is
sufficient to preserve the class prediction, such that changes
to the other feature values of the instance would not change
the class predicted by the model.

Note that the larger the value of Importance(xij , C, e),
the higher the influence of xij for a class prediction in model
e, but even the feature with the highest Importance value
may still not be sufficient for a given prediction.

However, we can use this notion to find a minimal
sufficient set of features. The basic idea is to sort all fea-
tures in increasing order of their Importance values and
then identify the minimal set of top features in that sorted
list which, together, are sufficient for preserving the class
prediction made by the classifier.

Let ci be the class predicted by the classifier for instance
i. A feature value xij is said to “support” the prediction of
ci if and only if P (xij |ci) > P (xij |y),∀y ∈ C \ {ci}. That
is, the feature value xij becomes more likely if instance i
has class ci than if that instance has another class. Naturally,
when searching for a minimal sufficient set of features, we
only need to consider feature values that support the class
predicted by the classifier.

A method for identifying a minimal sufficient set of
features for the class prediction for a given instance is
presented in Algorithm 1.

Based on the sufficiency criterion, we define a measure
of the importance of a feature fj for a classifier e given the
set of instances X , denoted SImportance(fj , e,X), as the
proportion of instances in X for which fj is in the minimal

sufficient set returned by Algorithm 1.
The importance of a feature for the entire ensemble is

computed by simply averaging its importance across all
classifiers in the ensemble:

SImportance(fj , X) =

∑t
u=1 SImportance(fj , eu, X)

t

where eu is the u-th classifier and t is the total number of
classifiers in the ensemble.

2.5 Datasets
We have evaluated the proposed approaches on real data
from two application domains. The first domain is the
classification of ageing-related genes regarding their effect
on the lifespan of an organism, which may be positive (pro-
longevity) or negative (anti-longevity). From this domain,
we used the 4 datasets generated by Maia et al. [3], which
integrate data from the GenAge database (Build 20) [8]
and the STRING database (Version 11.0) [9]. Each dataset
contains data regarding ageing-related genes of one of the
4 major model organisms from the GenAge database: C.
elegans (roundworm), D. melanogaster (fruit fly), M. musculus
(mouse), and S. cerevisiae (baker’s yeast). Each feature in
these datasets refers to a protein-protein interaction (PPI)
extracted from the STRING database.

The second domain involves the prediction of drugs’
side effects. For this domain, we have generated 6 new
datasets by integrating data from the SIDER database (Ver-
sion 4.1) [10] and the STITCH database (Version 5.0) [11].
The SIDER database contains information on marketed
medicines and their recorded side effects (adverse drug
reactions). STITCH is a database of protein-chemical in-
teractions (PCI) that stem from computational predictions,
knowledge transfer between organisms, and interactions
aggregated from other databases.

Each side-effect dataset refers to one of the 6 most fre-
quent side effects in the SIDER database: nausea, headache,
dermatitis, rash, vomiting and dizziness. Each instance in
these datasets refers to a drug and consists of uncertain
features referring to PCIs and a binary class variable indi-
cating whether the corresponding drug has the side effect
represented in the dataset (positive) or not (negative). Each
PCI feature refers to one protein and has a binary domain,
indicating whether or not an interaction between the corre-
sponding chemical (drug) and the protein referred by the
feature has been observed. As uncertain features, they are
represented by probability distributions.

A value xij of an uncertain binary feature fj for an
instance i in a dataset is represented by a probability dis-
tribution Pij = (pij1, pij2), where pij1 and pij2 are the
complementary probabilities of xij taking each of the two
values in dom(fj). Therefore, each probability distribution
representing a PPI or PCI feature value is encoded by a
single value pij , and Pij = (pij , 1 − pij). In our datasets,
this value pij is the confidence score (interaction probability)
obtained from the STRING or STITCH databases for the
corresponding PPI or PCI features, respectively.

Table 1 presents detailed information about the datasets.
They are particularly challenging for having a large number
of features, a small number of instances, and a very high
percentage of missing values (when there is no information
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TABLE 1
Information about the Datasets

Dataset Instances Features
Missing

Values (%)
Class (%)

Neg. Pos.
AG-Worm 763 9692 93.8 66.3 33.7
AG-Fly 185 3883 88.4 37.3 62.7
AG-Mouse 82 4216 78.4 37.8 62.2
AG-Yeast 382 4274 90.3 88.0 12.0
SE-Nausea 1394 9096 97.5 15.4 84.6
SE-Headache 1394 9096 97.5 21.7 78.3
SE-Dermatitis 1394 9096 97.5 23.2 76.8
SE-Rash 1394 9096 97.5 23.8 76.2
SE-Vomiting 1394 9096 97.5 24.0 76.0
SE-Dizziness 1394 9096 97.5 27.3 72.7

regarding a specific interaction in the STRING or STITCH
databases). To avoid overfitting, we have discarded PPI
and PCI features with low support (annotating less than 10
instances). As usual in the literature using PPIs as features
for classifying genes, we represent missing values as zeros.

2.6 Ensemble methods
We consider three baseline (‘uncertainty-unaware’) ensem-
ble methods: two kinds of ensembles of NB classifiers and
one Random Forest (RF).

The baseline NB ensembles, ENB-NV and ENB-EV, were
also used by Maia et al. [3]. In ENB-NV (Ensemble of NB
classifiers with Numeric Values), the NB classifiers treat
each uncertain value (an interaction probability) as a nu-
meric value and assume that the feature values’ probability
distributions are Gaussian. In ENB-EV (Ensemble of NB
classifiers with Expected Values), the NB classifiers bina-
rise each uncertain value into an expected value using the
threshold 0.5 and consider multivariate Bernoulli distribu-
tions for the data.

In the baseline RF, RF-DFE (RF Distributing Fractions
of Examples), the RF’s decision trees distribute fractions
of examples over the child nodes when splitting a node
on an uncertain feature, a common approach for handling
uncertain data in decision trees [4], [18], [19].

The baseline ensembles use conventional strategies for
sampling instances and features. For each of them, we build
three versions by incorporating different combinations of
our proposed approaches: BB, BRS and BB+BRS for NB
ensembles; BB, BS and BB+BS for Random Forests.

We have coded the algorithms by extending available
implementations from the scikit-learn library [20]. We have
set the number of base classifiers (NB or decision trees) in
each ensemble to 500 and the number of instances used to
build each one to n. The number of features to be sampled
(to train each NB classifier or to split a tree node in a
Random Forest) has been set to

√
m.

2.7 Predictive performance measures
We have assessed the predictive performance of the al-
gorithms using two metrics: the Area Under the Receiver
Operating Characteristic curve (AUROC) and the geometric
mean of sensitivity and specificity (G-mean) [12].

We evaluated each algorithm using the well-known 10-
fold cross-validation. Furthermore, we have assessed the
statistical significance of the differences in the predictive
performance measures between each pair of algorithms,
using a paired Wilcoxon signed-rank test for each dataset,
with a significance level of 0.05.

2.8 Simpson’s paradox
Lex X be a binary feature, taking values x1 or x2, and Y
be the class variable in a dataset. Let the dataset’s instances
be divided into two groups: those with X = x1 and those
with X = x2. Consider a class label of interest, y1 (e.g., the
pro-longevity or anti-longevity label in our ageing-related
datasets). Let P (y1|x1) and P (y1|x2) denote the conditional
probabilities of y1 for the corresponding groups of instances.
Consider the scenario where each group of instances is
further divided according to the values of another binary
feature Z , called a confounder, taking values z1 or z2 (in
our datasets the confounders are binary, but this condi-
tion could be relaxed). Simpson’s paradox occurs when
P (y1|x1) > P (y1|x2) and P (y1|x1, zj) < P (y1|x2, zj),
for j ∈ {1, 2} or vice-versa: P (y1|x1) < P (y1|x2) and
P (y1|x1, zj) > P (y1|x2, zj), for j ∈ {1, 2}. That is, the
paradox occurs if the conditional probability of the class
label of interest y1 ‘increases’ (‘decreases’) from the group
where X = x1 to the group where X = x2 but, surprisingly,
the conditional probability of y1 ‘decreases’ (‘increases’)
from the former to the latter group, both for instances with
Z = z1 and instances with Z = z2 [21], [22], [23]. Hence, the
paradox shows a reversal of the direction of the association
between the values of a feature and the probability of a class
label of interest, in the context of a confounder.

3 COMPUTATIONAL RESULTS

3.1 Assessing the predictive performance
3.1.1 Experiment 1
This experiment evaluated NB ensembles using NB-NV
as base classifiers (i.e., Gaussian NB with Numeric Val-
ues of features). We have compared four ensembles: the
baseline ensemble of NB-NVs, denoted ENB-NV; and three
uncertainty-aware ensembles, combining ENB-NV with the
biased sampling approaches, denoted ENB-NV+BB, ENB-
NV+BRS and ENB-NV+BB+BRS.

Table 2 presents the results regarding the AUROC and
G-mean metrics across the 10 datasets. The best values (for
each metric and dataset) are in bold. The last row shows
each ensemble’s average rank (per metric). Superscript sym-
bols indicate the statistically significant differences. Based
on these results, ENB-NV+BRS is the best ensemble regard-
ing AUROC and G-mean, with an average rank of 1.6 for
both metrics.

3.1.2 Experiment 2
This experiment evaluated NB ensembles using NB-EV
(which binarises uncertain values into Expected Values)
as base classifiers. Again, we have compared four ensem-
bles: the uncertainty-unaware baseline ensemble of NB-EVs,
denoted ENB-NV; and three uncertainty-aware ensembles
combining ENB-EV with the biased sampling approaches,
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TABLE 2
Experiment 1 Results

Dataset
AUROC (%) G-mean (%)

ENB-NV
ENB-NV
+BB

ENB-NV
+BRS

ENB-NV
+BB+BRS

ENB-NV
ENB-NV
+BB

ENB-NV
+BRS

ENB-NV
+BB+BRS

AG-Worm 71.46 72.32 72.33 72.26 57.94 57.34 60.83∗† 60.55†

AG-Fly 65.62 65.94 65.03 66.37 57.31 57.61 59.79 58.37
AG-Mouse 66.73† 63.66 68.51 66.96 57.09 59.94 56.28 63.13
AG-Yeast 61.62 63.81∗ 61.22 62.74‡ 57.76 60.51§ 58.90§ 54.66
SE-Nausea 58.89 56.53 65.16∗†§ 51.10 20.47 24.97 28.97∗ 25.60
SE-Headache 56.35§ 54.64§ 56.92§ 51.75 53.61†§ 23.20 43.22†§ 24.45
SE-Dermatitis 58.06§ 56.05§ 59.83†§ 51.86 20.81 36.11 54.16∗†§ 21.48
SE-Rash 56.98§ 55.24§ 59.78†§ 51.10 21.12 40.63§ 54.94∗†§ 20.40
SE-Vomiting 60.64†§ 58.24§ 65.19∗†§ 53.69 23.18 34.78 33.55∗§ 28.70
SE-Dizziness 61.63†§ 55.21 65.01∗†§ 51.63 24.73 49.86 57.00∗†§ 23.21
Avg. Rank 2.5 2.7 1.6 3.2 3.2 2.4 1.6 2.8
∗Statistically significant advantage (vs ENB-NV)
†Statistically significant advantage (vs ENB-NV+BB)
‡Statistically significant advantage (vs ENB-NV+BRS)
§Statistically significant advantage (vs ENB-NV+BB+BRS)

denoted ENB-EV+BB, ENB-EV+BRS and ENB-EV+BB+BRS.
Table 3 presents the results for this group of ensembles. In
general, ENB-EV+BRS is the best ensemble for AUROC and
G-mean, with the average ranks of 1.4 and 1.6, respectively.

3.1.3 Experiment 3
This experiment aimed at determining the best NB ensemble
regarding each of the AUROC and G-mean metrics. Table 4
presents the results for ENB-NV+BRS and ENB-EV+BRS,
the best ensembles from Experiments 1 and 2, respectively.
ENB-EV+BRS obtained the best AUROC results, with the
average rank of 1.4, whereas ENB-NV+BRS obtained the
best G-mean results, with an average rank of 1.0.

3.1.4 Experiment 4
This experiment evaluated four RFs: RF-DFE (the baseline)
and three uncertainty-aware RFs, combining RF-DFE with
the biased sampling approaches: RF-DFE+BB, RF-DFE+BS,
RF-DFE+BB+BS. Table 5 presents the results. RF-DFE+BB
obtained the best AUROC results, with an average rank of
2.0; whereas RF-DFE+BS obtained the best G-mean results,
also with an average rank of 2.0.

3.1.5 Experiment 5
This last experiment aimed at determining the best overall
method regarding each of the AUROC and G-mean metrics.
Table 6 presents the results. RF-DFE+BB obtained the best
AUROC results (average rank: 1.1), whereas RF-DFE+BS
obtained the best G-mean results (average rank: 1.3).

As a general conclusion from all these experiments, the
results support the hypothesis that the approaches BB, BRS
and BS improve the predictive performance of ensembles on
uncertain data. The BB and BS approaches proposed in this
work obtained the best overall results since RF-DFE+BB and
RF-DFE+BS were the best overall ensembles for the AUROC
and G-mean metrics, respectively.

3.2 Identifying the top-ranked PPI features

We have applied our two proposed approaches for inter-
preting NB ensembles to the four ageing-related datasets to
identify the top-ranked PPI features for classification.

Among all NB ensembles evaluated in our experiments,
ENB-EV+BRS and ENB-NV+BRS have achieved the best
overall AUROC and G-mean values, respectively. We have
selected ENB-EV+BRS for model interpretation since it uses
binarised features, facilitating interpretation.

We have trained a model applying ENB-EV+BRS to each
dataset’s whole set of instances. Then, we have used this
model to produce rankings of features in decreasing order
of importance.

Table 7 presents the top-10 features for each organism
(dataset) regarding the importance measure based on condi-
tional probabilities. For each feature, columns 2–5 present,
respectively, its importance-based rank, the corresponding
protein ID from the STRING database, and the correspond-
ing gene’s symbol and name. Columns 6 and 7 present,
each one, the absolute and relative frequencies of the feature
value 1 (considering the threshold 0.5 used) for the corre-
sponding feature in the instances of the Pro-longevity and
Anti-longevity classes, respectively. The last column shows
whether or not the feature is involved in occurrences of
Simpson’s paradox [21], [22] (discussed in Subsection 3.4).

Out of the 40 top-ranked PPI features in Table 7, in-
terestingly, 15 represent ribosomal proteins, namely 5 of
the top-10 PPI features for the worm dataset and all the
top-10 PPI features for the yeast dataset. It is also worth
observing in Table 7 the relative frequency of genes (dataset
instances) of each class (Pro- vs Anti-longevity) that interact
with the gene associated with each of these 15 ribosomal
proteins (PPI features). In all those 15 table rows, the relative
frequency of Anti-longevity genes interacting with the cor-
responding ribosomal protein is substantially higher than
that of Pro-longevity genes interacting with that ribosomal
protein. The relative frequency differences are particularly
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TABLE 3
Experiment 2 Results

Dataset
AUROC (%) G-mean (%)

ENB-EV
ENB-EV
+BB

ENB-EV
+BRS

ENB-EV
+BB+BRS

ENB-EV
ENB-EV
+BB

ENB-EV
+BRS

ENB-EV
+BB+BRS

AG-Worm 76.91†‡§ 75.39§ 74.81§ 73.49 36.27 38.14 49.27∗† 54.68∗†‡

AG-Fly 64.05 66.24 69.00 67.91 28.28 26.09 28.06 30.10
AG-Mouse 69.26 70.03 69.30 68.92 41.59 35.58 46.82 35.10
AG-Yeast 75.55 75.77 76.79 78.30 22.23 32.62 47.78∗† 67.77†‡

SE-Nausea 50.45 46.81 57.06† 46.79 21.84 18.03 25.68∗† 19.20
SE-Headache 52.25†§ 48.86 54.86∗†§ 48.26 24.64 18.57 25.76†§ 20.17
SE-Dermatitis 54.55†§ 51.07 58.57∗†§ 52.00 22.12 17.89 23.51† 21.64†

SE-Rash 53.65†§ 49.19 57.71∗†§ 49.76 21.72 17.59 23.06† 21.24†

SE-Vomiting 56.43†§ 46.27 65.91∗†§ 47.95† 15.99 14.21 15.00 14.18
SE-Dizziness 57.72†§ 46.07 65.20∗†§ 46.90 23.78†§ 14.23 23.72† 21.58†

Avg. Rank 2.4 3.1 1.4 3.1 2.2 3.6 1.6 2.6
∗Statistically significant advantage (vs ENB-EV)
†Statistically significant advantage (vs ENB-EV+BB)
‡Statistically significant advantage (vs ENB-EV+BRS)
§Statistically significant advantage (vs ENB-EV+BB+BRS)

TABLE 4
Experiment 3 Results

Dataset
AUROC (%) G-mean (%)

ENB-NV
+BRS

ENB-EV
+BRS

ENB-NV
+BRS

ENB-EV
+BRS

AG-Worm 72.33 74.81 60.83∗ 49.27
AG-Fly 65.03 69.00 59.79∗ 28.06
AG-Mouse 68.51 69.30 56.28∗ 46.82
AG-Yeast 61.22 76.79∗ 58.90 47.78
SE-Nausea 65.16 57.06 28.97 25.68
SE-Headache 56.92 54.86 43.22∗ 25.76
SE-Dermatitis 59.83 58.57 54.16∗ 23.51
SE-Rash 59.78∗ 57.71 54.94∗ 23.06
SE-Vomiting 65.19 65.91 33.55∗ 15.00
SE-Dizziness 65.01 65.20 57.00∗ 23.72
Avg. Rank 1.6 1.4 1.0 2.0
∗Statistically significant advantage

striking for 9 of the 10 yeast PPI features in the table, which
have a relative frequency of 0% for Pro-longevity genes and
relative frequencies varying from 14.0% to 18.2% for Anti-
longevity genes.

Interestingly, despite this strong pattern, none of these
9 yeast ribosomal proteins is included in GenAge [8] – the
most comprehensive database of ageing-related genes. By
itself, this strong pattern does not allow us to conclude
that those 9 ribosomal proteins have an anti-longevity effect
on yeast, which in principle could be confirmed only via
appropriate biological experiments. However, the pattern
seems strong enough to justify further investigation about
some of those 9 ribosomal proteins in future work.

Among the 5 ribosomal proteins in Table 7 for worm,
4 (rps-0, rps-5, rps-11, rpl-3) are included in the GenAge
database. Actually, among the top-10 PPI features for worm
in the table, 8 are associated with genes included in the
GenAge database – the exceptions are atp-1 and rps-30.

Regarding the top-10 PPI features for mice, only the top-
ranked one, igf1, is included in GenAge. Interestingly, igf1
is annotated as having an “unclear” effect on longevity in
GenAge, whilst its closely related igf1r (igf1 receptor) is an-
notated as Anti-longevity. In Table 7, the relative frequency
of Anti-longevity genes interacting with the igf1 gene is
51.6%, which is much larger than the relative frequency of
such interaction in the Pro-longevity class: 19.6%.

Finally, out of the top-10 PPI features for fly in Table 7,
4 are associated with genes included in GenAge, namely
Sod1, FOXO, Sod2, park. Among the 6 genes not included
in GenAge, there are 3 heat shock proteins. Two of them,
Hsp70Ab and Hsp70Aa, have a relative frequency of only
5.8% for the Anti-longevity class, with a much larger relative
frequency of 19.0% and 19.8%, respectively, for the Pro-
longevity class.

Table 8 presents the top-10 features for each organism
regarding the importance measure based on minimal suffi-
cient features. Most features from Table 7 are also in Table 8:
8 features for worm, 9 for fly, 6 for mouse and 6 for yeast.

As RF-DFE+BB+BS achieved the best predictive perfor-
mance on the ageing-related datasets, we also produced fea-
ture rankings using it. We have used the default RF feature
importance measure from the scikit-learn’s implementation,
based on the Gini index. Table 9 presents the top-10 features
for each organism. Consistently with Tables 7 and 8, many
of the top-10 PPI features for worm and yeast in Table 9
represent ribosomal proteins, which are mainly associated
with the anti-longevity class.

3.3 Confirming the relevance of the top-ranked fea-
tures for the biology of ageing

Overall, the top-ranked features fit well with current knowl-
edge on longevity/ageing and previous similar analyses, as
follows. The top-ranked features for worms include daf-
16, a key regulator of longevity in worms. Mutations in
daf-16 suppress the longevity effects caused by several
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TABLE 5
Experiment 4 Results

Dataset
AUROC (%) G-mean (%)

RF-DFE
RF-DFE
+BB

RF-DFE
+BS

RF-DFE
+BB+BS

RF-DFE
RF-DFE
+BB

RF-DFE
+BS

RF-DFE
+BB+BS

AG-Worm 76.62†‡§ 75.41 74.86 74.73 52.95 56.55∗ 55.83∗ 60.22∗†‡

AG-Fly 67.87 71.81 67.27 69.57 66.87† 57.43 64.42† 65.91
AG-Mouse 68.38 67.68 70.66 72.60 60.65 56.63 59.14 56.63
AG-Yeast 77.44 78.75 78.51 79.11 51.99 51.03 52.46 57.30
SE-Nausea 69.33 69.99 69.08 69.52 55.91†§ 16.40 57.26†§ 16.40
SE-Headache 68.55§ 66.66 67.59 66.88 59.39†§ 20.18 57.96†§ 22.62
SE-Dermatitis 65.11‡ 66.44∗‡ 62.89 66.86∗‡ 52.20†§ 20.90 54.75∗†§ 19.39
SE-Rash 64.83‡ 66.26‡ 63.45 66.11∗‡ 53.17†§ 21.35 55.05∗†§ 19.66
SE-Vomiting 68.02 68.32 68.15 67.83 51.05 58.69 56.20∗ 59.29
SE-Dizziness 68.55 69.02 67.74 69.67†‡ 50.98 54.66 56.81∗ 60.23†

Avg. Rank 2.7 2.0 3.2 2.1 2.4 3.1 2.0 2.3
∗Statistically significant advantage (vs RF-DFE)
†Statistically significant advantage (vs RF-DFE+BB)
‡Statistically significant advantage (vs RF-DFE+BS)
§Statistically significant advantage (vs RF-DFE+BB+BS)

TABLE 6
Experiment 5 Results

Dataset
AUROC (%) G-mean (%)

ENB-EV
+BRS

RF-DFE
+BB

ENB-NV
+BRS

RF-DFE
+BS

AG-Worm 74.81 75.41 60.83 55.83
AG-Fly 69.00 71.81 59.79 64.42∗

AG-Mouse 69.30 67.68 56.28 59.14
AG-Yeast 76.79 78.75 58.90 52.46
SE-Nausea 57.06 69.99∗ 28.97 57.26∗

SE-Headache 54.86 66.66∗ 43.22 57.96∗

SE-Dermatitis 58.57 66.44∗ 54.16 54.75∗

SE-Rash 57.71 66.26∗ 54.94 55.05∗

SE-Vomiting 65.91 68.32 33.55 56.20∗

SE-Dizziness 65.20 69.02∗ 57.00∗ 56.81
Avg. Rank 1.9 1.1 1.7 1.3
∗Statistically significant advantage

mutations [24]. Other top genes in worms include various
ribosomal proteins, which is not surprising given that these
control translation, which has been strongly associated with
longevity regulation in worms and other organisms [25].
Mitochondrial genes are also among the top hits, which also
fits current knowledge of the role of mitochondria in ageing
and longevity regulation [26]. Lastly, one of the top genes
is atg-7, an autophagy regulator that is a major longevity
pathway in invertebrates, including in worms [27].

There are heat shock proteins and genes related to stress
response among the top genes in flies. This fits well with the
long-established observation that stress resistance is impor-
tant for healthy ageing and longevity [28]. There are also an-
tioxidant enzymes, like superoxide dismutase, thioredoxin
and glutathione peroxidase; in invertebrates and flies, in
particular, antioxidant protection has long been thought to
be important for longevity [29]. Interestingly, in flies, we see
repair pathways and mechanisms that protect against stress

among top features, particularly with a high frequency of
pro-longevity interactions. In yeast, most top features are
ribosomal proteins, which, as mentioned earlier, have been
related to longevity regulation in model organisms.

In mice, the top gene is igf-1, with a strong anti-longevity
frequency. The growth hormone/insulin/IGF1 pathway is
the major longevity pathway in mammals [30], [31], so
this result fits well our knowledge of longevity. Also, other
players in the pathway like forkhead box proteins, Pik3cd,
Ins2 and Irs2 are among the top predictions. Some brain and
neuronal factors (e.g., Src) are also among the top features,
which could fit GH/IGF1’s neuroendocrine regulation [30].
Alternatively, they could be related to ageing changes in the
brain. As Src is not in GenAge, it could be an interesting
target for future studies.

Overall, the top-ranked features fit nicely into pro- and
anti-longevity pathways enriched in GenAge [27]. Of note,
in worms, ribosomal proteins and mitochondrial proteins
involved in oxidative phosphorylation have been previously
found enriched in anti-longevity processes [27], while in
flies, responses to oxidative stress (like antioxidant en-
zymes) are among enriched pro-longevity processes. In
mice, the insulin signalling pathway is a top enriched anti-
longevity pathway [27], in line with our results.

3.4 Detecting occurrences of Simpson’s paradox

When interpreting an association between each top-ranked
feature and a class label (pro- or anti-longevity), it is im-
portant to consider the possibility that the direction of that
association might be misleading due to an occurrence of
Simpson’s paradox. By direction of association we mean
whether the presence of a PPI is associated with an in-
creased probability of the pro-longevity or conversely the
anti-longevity class.

Simpson’s paradox occurs when the direction of an
association between two variables X and Y at the popu-
lation (aggregated) level is reversed in all the sub-groups
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TABLE 7
Top-10 PPI Features in the ENB-EV+BRS Model According to the Importance Measure Based on Conditional Probabilities

Organism
Feat.
Rank

STRING ID
Gene

Symbol
Protein Name

Freq. in
Pro-long.

Freq. in
Anti-long.

Parad.

Worm

1 R13H8.1h daf-16 Forkhead box protein O 40 (15.6%) 43 (8.5%) no
2 F42G8.12 isp-1 Cytochrome b-c1 complex subunit Rieske, mitochondrial 9 (3.5%) 58 (11.5%) no
3 C34E10.6.1 atp-2 ATP synthase subunit beta, mitochondrial 6 (2.3%) 58 (11.5%) no
4 T05E11.1 rps-5 40S ribosomal protein S5 5 (1.9%) 60 (11.9%) no
5 F40F11.1.2 rps-11 Ribosomal protein, small subunit 4 (1.6%) 53 (10.5%) no
6 C26F1.4.2 rps-30 40S ribosomal protein S30 5 (1.9%) 43 (8.5%) no
7 B0250.1 rpl-2 60S ribosomal protein L8 3 (1.2%) 44 (8.7%) no
8 B0393.1.1 rps-0 40S ribosomal protein SA 6 (2.3%) 51 (10.1%) no
9 H28O16.1a H28O16.1 ATP synthase subunit alpha, mitochondrial 6 (2.3%) 56 (11.1%) no

10 Y56A3A.19 Y56A3A.19 Acyl carrier protein 2 (0.8%) 51 (10.1%) no

Fly

1 FBpp0082516 Hsc70-4 Heat shock 70 kDa protein cognate 4 34 (29.3%) 9 (13.0%) no
2 FBpp0305736 Sod Superoxide dismutase [Cu-Zn] 30 (25.9%) 4 (5.8%) no
3 FBpp0081956 Hsp70Ab Heat shock protein 70Ab 22 (19.0%) 4 (5.8%) no
4 FBpp0293589 foxo Forkhead box protein O 36 (31.0%) 14 (20.3%) no
5 FBpp0081986 Hsp70Aa Major heat shock 70 kDa protein Aa 23 (19.8%) 4 (5.8%) no
6 FBpp0070899 schlank Schlank, isoform A 31 (26.7%) 12 (17.4%) no
7 FBpp0086226 Sod2 Superoxide dismutase [Mn], mitochondrial 31 (26.7%) 8 (11.6%) no
8 FBpp0088134 CaMKI Calmodulin-dependent protein kinase activity 29 (25.0%) 10 (14.5%) no
9 FBpp0077974 park E3 ubiquitin-protein ligase parkin 20 (17.2%) 1 (1.4%) no

10 FBpp0305095 Hsp83 Heat shock protein 83 26 (22.4%) 10 (14.5%) yes

Mouse

1 ENSMUSP00000056668 Igf-1 Insulin-like growth factor 1 10 (19.6%) 16 (51.6%) no
2 ENSMUSP00000029175 Src Neuronal proto-oncogene tyrosine-protein kinase Src 3 (5.9%) 12 (38.7%) no
3 ENSMUSP00000050683 Foxo3 Forkhead box protein O3 8 (15.7%) 13 (41.9%) no
4 ENSMUSP00000055308 Foxo1 Forkhead box protein O1 5 (9.8%) 11 (35.5%) no
5 ENSMUSP00000000369 Rem1 GTP-binding protein REM 1 7 (13.7%) 10 (32.3%) yes

6 ENSMUSP00000101315 Pik3cd
Phosphatidylinositol 4,5-bisphosphate
3-kinase catalytic subunit delta isoform

1 (2.0%) 7 (22.6%) no

7 ENSMUSP00000102538 Ngf Beta-nerve growth factor 5 (9.8%) 8 (25.8%) yes
8 ENSMUSP00000031697 Cul1 Cullin-1 6 (11.8%) 7 (22.6%) no
9 ENSMUSP00000120152 Stat3 Signal transducer and activator of transcription 3 11 (21.6%) 14 (45.2%) no
10 ENSMUSP00000115578 Ubc Polyubiquitin-C 15 (29.4%) 4 (12.9%) no

Yeast

1 YLR167W RPS31
Fusion-protein cleaved to yield

ribosomal protein S31 and ubiquitin
0 (0.0%) 58 (17.3%) no

2 YIL133C RPL16A Ribosomal 60S subunit protein L16A 0 (0.0%) 51 (15.2%) no
3 YBR048W RPS11B Protein component of the small (40S) ribosomal subunit 0 (0.0%) 52 (15.5%) no
4 YPL090C RPS6A Protein component of the small (40S) ribosomal subunit 0 (0.0%) 51 (15.2%) no
5 YGL103W RPL28 Ribosomal 60S subunit protein L28 0 (0.0%) 61 (18.2%) no
6 YNL096C RPS7B Protein component of the small (40S) ribosomal subunit 0 (0.0%) 50 (14.9%) no
7 YJR145C RPS4A Protein component of the small (40S) ribosomal subunit 0 (0.0%) 51 (15.2%) no
8 YNL069C RPL16B Ribosomal 60S subunit protein L16B 0 (0.0%) 48 (14.3%) no
9 YBR031W RPL4A Ribosomal 60S subunit protein L4A 1 (2.2%) 53 (15.8%) no
10 YNL302C RPS19B Protein component of the small (40S) ribosomal subunit 0 (0.0%) 47 (14.0%) no

produced by partitioning that population according to the
values of a third variable, Z, called a confounder [21], [22].
In other words, the direction of the association between
variables X and Y is reversed when conditioning on each
value of the confounder Z. In our classification task, X and
Z are predictive features, whilst Y is the class variable.

Table 10 shows an example of this paradox in the fly
dataset. Looking only at the aggregated data in the first row
of the table, ignoring the interaction between the values of
the Hsp83 and Hsc70-4 PPI features, we would conclude
that the feature value “interaction with Hsp83 = yes” is more
associated with the pro-longevity class than “interaction
with Hsp83 = no”. Actually, among the genes/proteins
(instances) in our dataset that interact with Hsp83, 72.2% are
pro-longevity genes, whilst among the genes/proteins that
do not interact with Hsp83, 60.4% are pro-longevity genes.
So, interacting with Hsp83 is associated with an increased
probability of the pro-longevity class label.

However, when we look at the data partitioned by

the values of the “interaction with Hsc70-4” feature in
the second and third rows of the table, a different pat-
tern emerges. Among genes/proteins that do not interact
with Hsc70-4, the relative frequency of the pro-longevity
class is higher among genes/proteins that do not inter-
act with Hsp83 (58.4%) than among genes/proteins that
interact with Hsp83 (50%). The same pattern is observed
among genes/proteins that interact with Hsc70-4 (83.3% for
Hsp83=no vs 76.7% for Hsp83=yes). Hence, in both sub-
groups of genes/proteins (interacting or not with Hsc70-
4), interacting with Hsp83 is associated with decreased
probability of the pro-longevity class label, the reverse of the
direction of association observed for the aggregated data.

Tables 7 and 8 indicate Simpson’s paradox occurrences
for the feature Hsp83 in the fly dataset and features Rem1
and Ngf in the mouse dataset. Hence, when interpreting the
association between those features and the class variable,
one should be aware of those paradox occurrences to avoid
drawing wrong conclusions about the data.
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TABLE 8
Top-10 PPI Features in the ENB-EV+BRS Model According to the Importance Measure Based on Sufficiency

Organism
Feat.
Rank

STRING ID
Gene

Symbol
Protein Name

Freq. in
Pro-long.

Freq. in
Anti-long.

Parad.

Worm

1 F42G8.12 isp-1 Cytochrome b-c1 complex subunit Rieske, mitochondrial 9 (3.5%) 58 (11.5%) no
2 C26F1.4.2 rps-30 40S ribosomal protein S30 5 (1.9%) 43 (8.5%) no
3 C34E10.6.1 atp-2 ATP synthase subunit beta, mitochondrial 6 (2.3%) 58 (11.5%) no
4 B0250.1 rpl-2 60S ribosomal protein L8 3 (1.2%) 44 (8.7%) no
5 F40F11.1.2 rps-11 Ribosomal protein, small subunit 4 (1.6%) 53 (10.5%) no
6 B0393.1.1 rps-0 40S ribosomal protein SA 6 (2.3%) 51 (10.1%) no
7 T05E11.1 rps-5 40S ribosomal protein S5 5 (1.9%) 60 (11.9%) no
8 F28D1.7.1 rps-23 40S ribosomal protein S23 4 (1.6%) 48 (9.5%) no
9 C49H3.11.1 rps-2 40S ribosomal protein S2 7 (2.7%) 57 (11.3%) no

10 Y56A3A.19 Y56A3A.19 Acyl carrier protein 2 (0.8%) 51 (10.1%) no

Fly

1 FBpp0305736 Sod Superoxide dismutase [Cu-Zn] 30 (25.9%) 4 (5.8%) no
2 FBpp0081956 Hsp70Ab Heat shock protein 70Ab 22 (19.0%) 4 (5.8%) no
3 FBpp0082516 Hsc70-4 Heat shock 70 kDa protein cognate 4 34 (29.3%) 9 (13.0%) no
4 FBpp0081986 Hsp70Aa Major heat shock 70 kDa protein Aa 23 (19.8%) 4 (5.8%) no
5 FBpp0086226 Sod2 Superoxide dismutase [Mn], mitochondrial 31 (26.7%) 8 (11.6%) no
6 FBpp0293589 foxo Forkhead box protein O 36 (31.0%) 14 (20.3%) no
7 FBpp0077974 park E3 ubiquitin-protein ligase parkin 20 (17.2%) 1 (1.4%) no
8 FBpp0070899 schlank Schlank, isoform A 31 (26.7%) 12 (17.4%) no
9 FBpp0088134 CaMKI Calmodulin-dependent protein kinase activity 29 (25.0%) 10 (14.5%) no

10 FBpp0078604 Aux Auxilin, isoform A 17 (14.7%) 3 (4.3%) no

Mouse

1 ENSMUSP00000056668 Igf-1 Insulin-like growth factor 1 10 (19.6%) 16 (51.6%) no
2 ENSMUSP00000029175 Src Neuronal proto-oncogene tyrosine-protein kinase Src 3 (5.9%) 12 (38.7%) no
3 ENSMUSP00000050683 Foxo3 Forkhead box protein O3 8 (15.7%) 13 (41.9%) no
4 ENSMUSP00000055308 Foxo1 Forkhead box protein O1 5 (9.8%) 11 (35.5%) no
5 ENSMUSP00000101553 Ins2 Insulin-2 6 (11.8%) 13 (41.9%) no
6 ENSMUSP00000099878 Rps6 40S ribosomal protein S6 3 (5.9%) 8 (25.8%) no
7 ENSMUSP00000021090 Grb2 Growth factor receptor-bound protein 2 3 (5.9%) 8 (25.8%) no
8 ENSMUSP00000099621 Rpa2 Replication protein A 32 kDa subunit 12 (23.5%) 1 (3.2%) no
9 ENSMUSP00000120152 Stat3 Signal transducer and activator of transcription 3 11 (21.6%) 14 (45.2%) no

10 ENSMUSP00000102538 Ngf Beta-nerve growth factor 5 (9.8%) 8 (25.8%) yes

Yeast

1 YLR167W RPS31
Fusion-protein cleaved to yield

ribosomal protein S31 and ubiquitin
0 (0.0%) 58 (17.3%) no

2 YNL096C RPS7B Protein component of the small (40S) ribosomal subunit 0 (0.0%) 50 (14.9%) no
3 YJR145C RPS4A Protein component of the small (40S) ribosomal subunit 0 (0.0%) 51 (15.2%) no
4 YGL103W RPL28 Ribosomal 60S subunit protein L28 0 (0.0%) 61 (18.2%) no
5 YBR048W RPS11B Protein component of the small (40S) ribosomal subunit 0 (0.0%) 52 (15.5%) no

6 YKR094C RPL40B
Ubiquitin-ribosomal 60S subunit

protein L40B fusion protein
0 (0.0%) 59 (17.6%) no

7 YIL133C RPL16A Ribosomal 60S subunit protein L16A 0 (0.0%) 51 (15.2%) no
8 YGL030W RPL30 Ribosomal 60S subunit protein L30 0 (0.0%) 50 (14.9%) no
9 YGL123W RPS2 Protein component of the small (40S) subunit 1 (2.2%) 58 (17.3%) no

10 YKL009W MRT4
Protein involved in mRNA

turnover and ribosome assembly
0 (0.0%) 55 (16.4%) no

4 CONCLUSION

This work addresses the classification problem in datasets
with uncertain categorical features, whose values are repre-
sented by probability distributions. We have proposed en-
semble approaches called Biased Bootstrap (BB) and Biased
Splitting (BS) for coping with this type of uncertainty, based
on the principle that features with lower uncertainty de-
grees have better class-discrimination potential since there
is higher confidence in their actual values across the dataset.

Our experiments have evaluated these two approaches
on 10 datasets in the domains of ageing-related genes and
drugs’ side effects. For this evaluation, we have used real
data with uncertain features referring to probabilities of
protein-protein and protein-chemical interactions. Our re-
sults show the ensembles using the proposed BB and BS ap-
proaches achieved higher predictive performance than base-
line ensembles that do not cope with feature uncertainty,
supporting the hypothesis that the proposed approaches

effectively cope with uncertainty in categorical features.

Furthermore, we have proposed two approaches for
interpreting an ensemble of Naive Bayes classifiers based
on feature importance measures used to rank features in
decreasing order of their influence in the ensemble’s pre-
dictions. The first approach is straightforwardly based on
conditional probability differences, while the second, more
sophisticated, approach is based on the concept of a minimal
set of sufficient features for classifying each instance. We
have applied these two feature-ranking approaches to the
ageing-related datasets and compared them to the feature
ranking produced with a conventional feature importance
measure for random forests. An analysis of the top-ranked
features showed that, overall, they fit well the current
knowledge about the influence of genes/proteins on ageing.
Besides, we have also pointed out some strong patterns
involving longevity effects and genes that are not included
in GenAge [8]. These findings suggest some targets for fu-
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TABLE 9
Top-10 PPI Features in the RF-DFE+BB+BS Model

Organism
Feat.
Rank

STRING ID
Gene

Symbol
Protein Name

Freq. in
Pro-long.

Freq. in
Anti-long.

Parad.

Worm

1 M7.5 atg-7 AuTophaGy (Yeast Atg homolog) 33 (12.8%) 18 (3.6%) no
2 F40F11.1.2 rps-11 Ribosomal protein, small subunit 4 (1.6%) 53 (10.5%) no
3 Y37D8A.14 cco-2 Cytochrome c oxidase subunit 5A, mitochondrial 2 (0.8%) 48 (9.5%) no
4 B0412.4 rps-29 Ribosomal protein, small subunit 4 (1.6%) 46 (9.1%) no
5 Y45G12B.1a nuo-5 NADH Ubiquinone Oxidoreductase 2 (0.8%) 41 (8.1%) no
6 F42C5.8 rps-8 40S ribosomal protein S8 4 (1.6%) 49 (9.7%) no
7 Y37E3.8a Y37E3.8 Protein Y37E3.8, isoform a (Y37E3.8) mRNA, complete cds 3 (1.2%) 46 (9.1%) no
8 Y57G11C.34 mrps-7 28S ribosomal protein S7, mitochondrial 2 (0.8%) 54 (10.7%) no
9 Y105E8A.16.1 rps-20 Ribosomal protein, small subunit 3 (1.2%) 48 (9.5%) no

10 F58F12.1 F58F12.1 ATP synthase subunit delta, mitochondrial 4 (1.6%) 58 (11.5%) no

Fly

1 FBpp0085780 CG15116 Glutathione peroxidase activity 21 (18.1%) 3 (4.3%) no
2 FBpp0070416 ph-p Polyhomeotic-proximal chromatin protein 3 (2.6%) 4 (5.8%) no

3 FBpp0071973 Pi3K59F
Phosphotidylinositol 3 kinase 59F,
a.k.a. Vacuolar protein sorting 34

21 (18.1%) 4 (5.8%) no

4 FBpp0070717 dhd Thioredoxin-1 10 (8.6%) 1 (1.4%) no
5 FBpp0078138 CG7133 annotation not available 2 (1.7%) 0 (0.0%) no
6 FBpp0072932 PHGPx Peroxidase activity 19 (16.4%) 2 (2.9%) no
7 FBpp0083975 Atg6 Beclin-1-like protein; Autophagy-related 6 23 (19.8%) 4 (5.8%) no
8 FBpp0082927 Prx3 Thioredoxin peroxidase 3 10 (8.6%) 0 (0.0%) no
9 FBpp0087354 Prx2540-2 Peroxiredoxin 2540-2 8 (6.9%) 0 (0.0%) no

10 FBpp0099922 Nos Nitric oxide synthase 5 (4.3%) 0 (0.0%) no

Mouse

1 ENSMUSP00000128260 Tfdp2 Transcription factor dp2 1 (2.0%) 1 (3.2%) no
2 ENSMUSP00000126874 Ccnt1 Cyclin-T1 1 (2.0%) 2 (6.5%) no

3 ENSMUSP00000101315 Pik3cd
Phosphatidylinositol 4,5-bisphosphate
3-kinase catalytic subunit delta isoform

1 (2.0%) 7 (22.6%) no

4 ENSMUSP00000030464 Pik3r3 Phosphatidylinositol 3-kinase regulatory subunit gamma 1 (2.0%) 7 (22.6%) no
5 ENSMUSP00000099991 Pdpk1 3-phosphoinositide-dependent protein kinase 1 1 (2.0%) 6 (19.4%) no
6 ENSMUSP00000021090 Grb2 Growth factor receptor-bound protein 2 3 (5.9%) 8 (25.8%) no
7 ENSMUSP00000025749 Rps6kb2 Ribosomal protein S6 kinase beta-2 1 (2.0%) 4 (12.9%) no
8 ENSMUSP00000038514 Irs2 Insulin receptor substrate 2 4 (7.8%) 9 (29.0%) no
9 ENSMUSP00000034296 Pik3r2 Phosphatidylinositol 3-kinase regulatory subunit beta 3 (5.9%) 8 (25.8%) no

10 ENSMUSP00000047839 Ppp1r13l RelA-associated inhibitor 3 (5.9%) 0 (0.0%) no

Yeast

1 YKR094C RPL40B
Ubiquitin-ribosomal 60S subunit

protein L40B fusion protein
0 (0.0%) 59 (17.6%) no

2 YKL148C SDH1 Flavoprotein subunit of succinate dehydrogenase 11 (23.9%) 12 (3.6%) no
3 YKL180W RPL17A Ribosomal 60S subunit protein L17A 0 (0.0%) 56 (16.7%) no
4 YBR143C SUP45 Polypeptide release factor (eRF1) in translation termination 0 (0.0%) 53 (15.8%) no
5 YER056C-A RPL34A Ribosomal 60S subunit protein L34A 0 (0.0%) 52 (15.5%) no
6 YBR048W RPS11B Protein component of the small (40S) ribosomal subunit 0 (0.0%) 52 (15.5%) no
7 YGR148C RPL24B Ribosomal 60S subunit protein L24B 0 (0.0%) 48 (14.3%) no
8 YBL092W RPL32 Ribosomal 60S subunit protein L32 0 (0.0%) 50 (14.9%) no
9 YOR065W CYT1 Cytochrome c1, heme protein, mitochondrial 9 (19.6%) 11 (3.3%) no

10 YLR009W RLP24
Essential protein required for

ribosomal large subunit biogenesis
0 (0.0%) 52 (15.5%) no

TABLE 10
Simpson’s Paradox Occurrence in the Fly Dataset

Hsp83 = no Hsp83 = yes
Total Pro-long. Total Pro-long.

Aggregated data 149 90 (60.4%) 36 26 (72.2%)
Hsc70-4 = no 137 80 (58.4%) 6 3 (50.0%)
Hsc70-4 = yes 12 10 (83.3%) 30 23 (76.7%)

ture biological experiments that could confirm the longevity
effects of some genes/proteins.
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