
UNIVERSIDADE FEDERAL FLUMINENSE

DALBERT MATOS MASCARENHAS

LIMITING INTEREST-PACKET FORWARDING
IN CONTENT-CENTRIC WIRELESS MESH

NETWORKS

NITERÓI

2017



UNIVERSIDADE FEDERAL FLUMINENSE

DALBERT MATOS MASCARENHAS

LIMITING INTEREST-PACKET FORWARDING
IN CONTENT-CENTRIC WIRELESS MESH

NETWORKS

Tese de Doutorado apresentada ao Pro-
grama de Pós-Graduação em Com-
putação da Universidade Federal Flu-
minense como requisito par-
cial para a obtenção do Grau de
Doutor em Computação. Área de con-
centração: Sistemas de Computação

Orientador:
IGOR MONTEIRO MORAES

NITERÓI

2017



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Ficha Catalográfica elaborada pela Biblioteca da Escola de Engenharia e Instituto de Computação da UFF 
 

 

 

M395 Mascarenhas, Dalbert Matos 

Limiting interest-packet forwarding in content-centric wireless 

mesh networks / Dalbert Matos Mascarenhas. – Niterói, RJ : [s.n.], 

2017. 

91 f. 

 

Tese (Doutorado em Computação) - Universidade Federal 

Fluminense, 2017. 

Orientador: Igor Monteiro Moraes. 

 

1. Arquitetura de rede (Computação). 2. Roteamento. 3. Rede 

sem fio. 4. Rede Mesh. I. Título. 

 

CDD 004.65 





Agradecimentos

Agradeço à minha família, minhã mãe Adalgisa, meu pai Gilberto e minha esposa

Juliana por todo apoio e paciência durante esse tempo.

Agradeço também aos professores da UFF, em especial ao meu orientador Igor Mon-

teiro Moraes por todo o apoio, dedicação, conselhos e contribuição. Agradeço também à

professora Débora Christina Muchaluat Saade por todo apoio e incentivo. Agradeço ao

professor Marcelo Gonçalves Rubinstein por ter aceitado participar da banca examinadora

e por ter contribuído com parte do conhecimento que levei para o doutorado. Agradeço

também ao professor Célio Albuquerque pelas aulas de Redes Sem Fio por ter aceitado

participar da banca examinadora. Agradeço também ao professor Artur Ziviani por ter

aceitado participar da banca examinadora.

Agradeço também a todos meus amigos do Rio, da Bahia, de Minas e de Petrópolis

por estarem sempre presentes.



Resumo

O emprego da arquitetura Content-Centric Networking (CCN) em redes em malha sem
fio tem se tornado um amplo campo de pesquisa. Um dos motivos é a possibilidade de
combinar as vantagens de uso do cache em nós intermediários da rede com o baixo custo de
implementação de redes em malha sem fio. A utilização de caches por nós intermediários
pode aumentar a vazão em redes em malha sem fio. O motivo deste aumento de vazão
se deve ao fato de que conteúdos populares e conteúdos perdidos podem ser requisitados
aos nós mais próximos do nó consumidor, sem a necessidade de percorrer todo o caminho
até o nó produtor, proporcionando uma redução na probabilidade de perda. No entanto
é notória a necessidade de estudos frente aos novos desafios enfrentados na utilização de
redes em malha sem fio orientadas a conteúdo. Um desses desafios é reduzir tempestade
de broadcast de pacotes CCN, mais especificamente os pacotes de interesse usados para
solicitar um dado conteúdo. Dependendo da taxa de requisição de conteúdos esta tem-
pestade pode se tornar um problema limitante nas redes em malha sem fio baseadas na
arquitetura CCN. A literatura apresenta algumas propostas de protocolos e mecanismos
destinados a reduzir o problema de tempestade de broadcast por pacotes de interesse.
Apesar das propostas existentes, é possível destacar que para cenários de múltiplos con-
sumidores requisitando os mesmos conteúdos e cenários com múltiplos produtores, ainda
existe a necessidade de propostas que reduzam os impactos negativos da tempestade de
broadcast e aumentem a vazão da rede.

Esta tese propõe três mecanismos chamados: Probabilistic Interest Forwarding (PIF),
Retransmission-Counter-based Interest Forwarding (ReCIF) e o ReCIF + PIF. O primeiro
mecanismo define uma probabilidade de encaminhamento de pacotes de interesse. O se-
gundo limita o número de pacotes de interesse com base em encaminhamentos prévios
desses pacotes. O terceiro é uma abordagem híbrida que combina os critérios de encam-
inhamento dos dois mecanismos anteriores. O desempenho das redes em malha sem fio,
baseadas na CCN é avaliado com os três mecanismos propostos e também com o mecan-
ismo de encaminhamento padrão CCN e com outro protocolo utilizado na literatura, o
Listen First Broadcast Later (LFBL). O desempenho das redes orientadas a conteúdo
também é comparado com uma rede em malha sem fio com base na pilha TCP/IP execu-
tando o protocolo OLSR. Os resultados mostram que os mecanismos propostos fornecem
uma taxa de entrega de conteúdo maior do que a fornecida pela rede TCP/IP com OLSR.
Além disso, os mecanismos propostos superam o mecanismo de encaminhamento CCN
padrão em até 22 % em termos de taxa de entrega de conteúdos em cenários densos com
alto número de saltos entre a origem e o destino e proporcionam um atraso de entrega
49% menor do que a CCN padrão. Quando comparados com o LFBL, um dos mecanismos
propostos, PIF, apresentou ganhos de 92% e 55% em termos de taxa de entrega e atraso
respectivamente.

Palavras-chave: CCN, roteamento, redes sem-fio, CCWMN, redes de cache.



Abstract

The use of Content-Centric Networking architecture (CCN) in wireless mesh networks has
become a broad field of research. One reason is the combination of cache deployment by
intermediate nodes and the low implementation cost of wireless mesh networks. Caching
by intermediate nodes can increase the throughput of WMNs. The reason for this in-
creased performance is that popular contents can be retrieved from neighboring nodes
to consumers. Thus, requests and contents do not have to traverse the entire consumer-
producer path which reduces loss probability. However, the need for more research in
this theme regarding the new challenges faced in the use of content-centric wireless mesh
networks is notorious. One of these challenges is the broadcast storm problem. This
broadcast storm is caused more specifically by the interest packets that request contents.
Depending on the content request rate, the broadcast storm can become a limiting prob-
lem in wireless mesh networks based on the CCN architecture. The literature presents
several proposals for protocols and mechanisms to reduce the problem of the broadcast
storm caused by interest packets. Despite the existence of proposals, we emphasize that
for multiple consumers requesting the same contents and scenarios with multiple produc-
ers, there is still a need for proposals that reduce negative impacts of the broadcast storm
problem and increase the network throughput.

This thesis proposes three mechanisms: Probabilistic Interest Forwarding (PIF),
Retransmission-Counter-based Interest Forwarding (ReCIF), and ReCIF + PIF. The first
one defines a probability to forward interest packets. The second one limits the number
of interest packets forwarded based on the number of previous forwarding actions of these
packets. The third one is a hybrid approach that combines the forwarding criteria of the
two previous mechanisms. The performance of a content-centric wireless mesh network is
evaluated with the three proposed mechanisms and also with the default CCN forwarding
mechanism and Listen First Broadcast Later (LFBL) protocol. The performance of such
network is also compared with the OLSR protocol in a wireless mesh network based on
the TCP/IP stack. Results show that the proposed mechanisms provide a higher delivery
ratio than OLSR. Also, our proposals outperform the default forwarding mechanism by
up to 22% regarding data delivery rate in dense scenarios with a high number of hops
between source and destination and provide 49% lower delivery delay than the default
CCN. One of our mechanisms, PIF, outperforms LFBL regarding data delivery rate and
delivery delay by up to 92% and 55% respectively for high saturation levels.

Keywords: CCN, Routing, Wireless Networks, CCWMN.



List of Figures

2.1 An example of Wireless Mesh Networks. . . . . . . . . . . . . . . . . . . . 8

2.2 CCN node structure [35]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Forwarding on CCN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 CCN-Based Wireless Mesh Networks. . . . . . . . . . . . . . . . . . . . . . 13

2.5 Wireless CCN Broadcast Storm. . . . . . . . . . . . . . . . . . . . . . . . . 15

2.6 Intersection area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1 LFBL Forwarding Nodes Selection. . . . . . . . . . . . . . . . . . . . . . . 19

3.2 CCND, OSPFN and OSPFD Integration. . . . . . . . . . . . . . . . . . . . 28

4.1 An example of PIF mechanism in action. . . . . . . . . . . . . . . . . . . . 31

4.2 An example of ReCIF-soft in action. . . . . . . . . . . . . . . . . . . . . . 34

4.3 Default CCN interest packet. . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.4 Neighborhood Calculation Flowchart. . . . . . . . . . . . . . . . . . . . . . 39

5.1 Geographical location of Portland network nodes. . . . . . . . . . . . . . . 40

5.2 Default CCN vs. TCP/IP with OLSR: content delivery rate and average

delay. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.3 Content packets delivered and average delivery delay for 30 consumers re-

questing sequential content at different rates. . . . . . . . . . . . . . . . . . 46

5.4 Overhead for 30 consumers requesting sequential content at different rates. 47

5.5 Content packets delivered and average delivery delay for 30 consumers re-

questing popular content at different rates. . . . . . . . . . . . . . . . . . . 48

5.6 Overhead for 30 consumers requesting popular content at different rate. . . 49

5.7 Content packets delivered and average delivery delay for 2, 10, 20 and 30

consumers requesting sequential content at 50 interest/s. . . . . . . . . . . 50



List of Figures vi

5.8 Overhead for 2, 10, 20 and 30 consumers requesting sequential content at

50 interest/s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.9 Content packets delivered and average delivery delay for 2, 10, 20 and 30

consumers requesting popular content at 50 interest/s. . . . . . . . . . . . 52

5.10 Overhead for 2, 10, 20 and 30 consumers requesting popular content at 50

interest/s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.11 Content packets delivered and average delivery delay for 2 consumers re-

questing sequential content with different cache sizes. . . . . . . . . . . . . 54

5.12 Overhead for 2 consumers requesting sequential content with different cache

sizes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.13 Content packets delivered and average delivery delay for 2 consumers re-

questing popular content with different cache sizes. . . . . . . . . . . . . . 56

5.14 Overhead for 2 consumers requesting popular content with different cache

sizes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.15 Content packets delivered and average delivery delay for 8 consumers re-

questing sequential content at different rates. . . . . . . . . . . . . . . . . . 58

5.16 Overhead for 8 consumers requesting sequential content at different rates. . 59

5.17 Content packets delivered and average delivery delay for 8 consumers re-

questing popular content at different rates. . . . . . . . . . . . . . . . . . . 60

5.18 Overhead for 8 consumers requesting popular content at different rate. . . 61

A.1 MPR Selection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

A.2 Choosing the best nodes for MPRs. . . . . . . . . . . . . . . . . . . . . . . 77



List of Tables

3.1 LFBL Header Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4.1 New fields of the interest packet header. . . . . . . . . . . . . . . . . . . . 37



Acronyms

APFS : Advanced Perceptive Forwarding Strategy

CBR : Constant Bit Rate

CCN : Content Centric Network

CDN : Content Distribution Networks

CM : Chunk Map

CP : Content Provider

CPR : Cost-Performance Ratio

CS : Content Store

DAS : Dynamic Adaptive Streamig

DASH : Dynamic Adaptive Streaming over HTTP

FIB : Forwarding Information Base

ICN : Information Centric Networking

ISP : Internet Service Provider

LFBL : Listen First Broadcast Later

LRU : Least Recently Used

LSA : Link State Advertisements

LSDB : Link State Database

MPR : Multipoint Relays

OLSR : Optimized Link State Routing

PIF : Probabilistic Interest Forwarding

PIT : Pending Interest Table

ReCIF : Retransmission-Counter-based Interest Forwarding;

STCR : Social Tie Based Content Retrieval

TC : Topology Control

WMN : Wireless Mesh Network



Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Wireless Mesh Networks and Content Centric Networks 7

2.1 Wireless Mesh Networks Overview . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Content Centric Networks Overview . . . . . . . . . . . . . . . . . . . . . . 9

2.3 CCN-Based Wireless Mesh Networks . . . . . . . . . . . . . . . . . . . . . 12

2.4 The Broadcast Storm Problem . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Related Work 17

3.1 Caching in Wireless Mesh Networks . . . . . . . . . . . . . . . . . . . . . 17

3.1.1 CCN in Tactical and Emergency . . . . . . . . . . . . . . . . . . . . 17

3.2 Listen First Broadcast Later . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2.1 AIRDrop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3 Replacing the TCP/IP Architecture by CCN in Wireless Networks . . . . . 23

3.3.1 CHANET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3.2 CCN Strategies for Multihomed Mobile Terminals . . . . . . . . . . 24

3.3.3 Social-Tie-based Content Retrieval (STCR) . . . . . . . . . . . . . 24

3.3.4 CCN-based Vehicular Network . . . . . . . . . . . . . . . . . . . . . 24

3.3.5 Caching at the Wireless Edge . . . . . . . . . . . . . . . . . . . . . 24



Contents x

3.4 Novel CCN applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.4.1 Virtual Wireless NDN . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.4.2 Service-based Congestion Control Strategy . . . . . . . . . . . . . . 25

3.4.3 Energy-Efficient Caching Strategy . . . . . . . . . . . . . . . . . . . 25

3.4.4 Caching and Computing Oriented Small Cell Networks . . . . . . . 26

3.4.5 Big data caching for networking . . . . . . . . . . . . . . . . . . . . 26

3.4.6 Video Distribution over CCN . . . . . . . . . . . . . . . . . . . . . 26

3.4.7 Advanced Perceptive Forwarding Strategy . . . . . . . . . . . . . . 27

3.4.8 OSPF Based Routing Protocol for Named Data Networking . . . . 27

3.4.9 Link Layer Broadcast Storm . . . . . . . . . . . . . . . . . . . . . . 28

3.4.10 Related Works Analyses . . . . . . . . . . . . . . . . . . . . . . . . 28

4 The Proposed Mechanisms 30

4.1 The PIF Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2 The ReCIF Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.3 The ReCIF+PIF Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.4 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5 Simulation Environment and Results 40

5.1 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.2 TCP/IP Stack with OLSR vs CCN . . . . . . . . . . . . . . . . . . . . . . 42

5.3 Our Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.3.1 The Impact of Content Request Rate . . . . . . . . . . . . . . . . . 44

5.3.2 The Impact of the Number of Consumers . . . . . . . . . . . . . . . 47

5.3.3 The Impact of Cache Size . . . . . . . . . . . . . . . . . . . . . . . 50

5.3.4 The Impact of the Number of Network Nodes . . . . . . . . . . . . 54

6 Conclusion 62



Contents xi

6.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.2 Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

References 65

Appendix A -- OLSR and ETX 74

A.1 Optimized Link State Routing (OLSR) . . . . . . . . . . . . . . . . . . . . 74

A.1.1 ETX Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76



Chapter 1

Introduction

Wireless Mesh Networks (WMNs) are envisioned as a solution to provide low-cost access

to the Internet [27]. Basically, WMNs employ a wireless backbone composed of stationary

nodes to increase the connectivity compared with ad hoc networks. Client nodes, mobile or

not, access the Internet through one or more than one of these backbone nodes because

they are usually configured as gateways. For this reason, nodes that are often in the

shortest paths toward gateways forward more packets than the others do and thus consume

more their resources [102]. In addition to the high concentration of traffic near gateways,

WMNs also suffer from interference and collisions that are characteristics of the wireless

transmission. Nodes contend to access the medium at each hop because WMNs are based

on multihop communication. Therefore, packets that already traversed several hops can

be discarded near to its destination, which leads to resource waste [78].

The information-centric networking (ICN) paradigm is a solution for the problems

cited above in WMNs [12, 76, 34]. Information-Centric Wireless Mesh Networks focus

on the content delivery regardless of the content physical location. The content requests

and the contents themselves are forwarded based on names. Therefore, nodes have no

addresses, and a content request is not necessarily addressed to a particular node with a

well-known address. The ICN paradigm also assumes that all network nodes can cache

contents [61, 18, 83]. Thus, any node can send the content in response to a request if

the desired content is stored in its cache [28]. Consequently, a content request does not

necessarily reach the gateway to retrieve content from the Internet, if another node has

previously requested the same content. In this case, the traffic load in nodes near to the

gateway decreases as well as the number of hops traversed by the content.

There are several architectures proposed in the literature to deploy the ICN paradigm

both in the Internet and in wireless networks [54, 71]. Content-Centric Networking [48]
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is one of these architectures. CCN radically changes the TCP/IP paradigm and becomes

more suitable to handle the challenges faced by new network applications [39]. Currently,

users of applications, such as BitTorrent and NetFlix, are more interested in the content

itself than who provides this content [22]. Today 52.88% of the Internet traffic is generated

by Netflix, YouTube, and BitTorrent applications [1]. The way how consumers request

contents in CCN improves data delivery rate when compared with other destination-

oriented network architecture [48, 55, 57, 42, 6, 38]. CCN nodes request a content by

sending an interest packet that is forwarded through the network until it reaches a node

able to send back 1 a data packet with the desired content. With CCN, intermediate nodes

can cache contents. This approach reduces the bottleneck on content producers path.

That is the reason why CCN improves data delivery rate. CCN also has native mobility

support, since consumers request contents based on names and not based on destination

address as in IP networks. Also, nodes do not change their addresses during changes of

access points [13]. Another feature of CCN is the reduction of control message overhead on

the network. This reduction occurs because nodes do not need to propagate routing tables

and link changes to their neighbors. These features classify CCN as a promising network

architecture for the future networks [59], including wireless mesh networks [17, 16].

CCN-based wireless mesh networks employ in-network caching, and thus reduces traf-

fic concentration near gateways and the waste of resources caused by the late drop of

packets. Also, CCN-based WMNs can benefit from the broadcast nature of the wireless

medium to disseminate interest packets. Hence, when a node sends a packet, more than

one neighbor is able to listen this packet transmission. Neighbors are thus candidates to

forward a request or content. These multiple forwarding candidates increase the prob-

ability of a packet to be delivered to producer nodes or to forwarding nodes, which are

temporarily able to provide content from their cache.

CCN has also been considered a solution to increase throughput on cellular networks.

Zeydan et al. [106] state that besides the huge cellular network evolution from 2G to

4G, the backhaul connections of cellular networks did not evolve at the same speed and

thus are not following the mobile backhaul intra-traffic future needs. Several studies

identify that the major driver of the backhaul problem in cellular networks is the video-

on-demand traffic [74]. Access to videos, in this case, is asynchronous and depends on

the video popularity [106]. Therefore, a way to improve the video transmission in cellular

networks is to reuse cached contents by user devices [49, 82]. Thus, CCN is envisioned

as a solution to reduce the backhaul load on cellular networks because forwarding nodes
1The content producer or a node that stores the content in its cache.
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employ cache natively.

1.1 Motivation

The development of WMNs based on CCN, however, is a challenge because of the broad-

cast storm problem [11] caused by the forwarding of interest packets. Each node broad-

casts an interest packet received for the first time. Also, every neighbor will repeat the

same behavior leading to a storm of interest packets. The main reason for that behavior

lies on the fact that every node has one interface. Therefore, countermeasures applied to

wired CCN to control interest flooding will not be applicable on WMNs. Furthermore,

there is no hierarchy between CCN nodes, which increases the contention for the wireless

medium. In this context, nodes can experience a high collision rate depending on the

number of consumers nodes. Another issue that increases the collision rate is the trans-

mission rate of interest packets. The consequence of these collisions is the increase of

packet losses and delivery delay. In this scenario with high collision level, more interest

packets will be retransmitted increasing medium contention and thus, increasing delivery

delay. This scenario characterizes the broadcast storm problem.

There are works that aim at reducing the broadcast storm problem, i.e., as the work

proposed by Meisel et al. [72] and Kim et al. [54], but there are remaining problems con-

cerning the strategies to reduce medium contention by interest packets. These problems

are related to interests packet filtering combined with the number of nodes in the network.

Concerning filter interests in the network, it is necessary, for example, to identify whether

there will be any criteria for filtering interests. Part of these filtering strategies uses a

combination of IP networks and CCN. Hence, these strategies are based on adaptions to

use CCN over the IP layer [85]. Another type of strategy to filter interest is based on the

distance of possible forwarding candidates nodes and the producer nodes. Therefore, this

strategy restricts the ability to propagate interest only to nodes that are selected as part

of the best route towards a content producer node [72, 54].

These aforementioned interest filtering strategies for content-based WMNs can be

suitable when the relationship among consumers and producers obey a limit. However,

if we increase the number of consumer nodes on a network, these filtering restrictions

may reduce the performance of content delivery. This behavior occurs because these

restrictions may reduce the ability of consumer nodes to obtain contents from adjacent

nodes. Another problem with these restrictions happens when the network has more than
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one producer. In that case, restricting the ability to forward specific interests to few

candidates nodes may lead to unnecessary bottlenecks near producers.

These challenges related to broadcast storm handling in CCN-based WMN motivate

the studies of this thesis and consequently inspired the proposal of mechanisms focused

on flood reduction.

1.2 Contributions

This thesis proposes a set of mechanisms that filter the forwarding of interest packets to

reduce the adverse effects of the broadcast storm in WMNs. The goal of the proposed

mechanisms is to decrease the number of interest packets forwarded and thus reduce the

probability of collisions caused by these packets. Nodes, in this case, experience a higher

delivery rate and less delay if the number of collisions decreases.

The first proposed mechanism is called Probabilistic Interest Forwarding (PIF). With

PIF, high-centrality nodes forward packets with probability p. Therefore, PIF reduces

interest packet flooding on central nodes by reducing the number of packets that a central

node may forward. With the second one, called Retransmission-Counter-based Interest

Forwarding (ReCIF), nodes use the number of hops traversed by an interest packet to

forward or not this packet. ReCIF also has two operation modes, hard and soft. Both are

used to define the retransmission threshold. This threshold is used to limit the maximum

number of forwarding hops that a packet may travel towards a producer node. The

third proposed mechanism combines both criteria of PIF and ReCIF and is referred to as

ReCIF + PIF. The idea is to guarantee that interest packets forwarded fewer times have a

priority to be forward by a node and other interest packets are forwarded with probability

p. Our mechanisms are compared with both the default CCN forwarding mechanism and

the Listen First Broadcast Later (LFBL) [72] protocol. We also compare a CCN-based

WMN with a TCP/IP-based network running the Optimized Link State Routing (OLSR)

protocol.

The content delivery rate, the average delivery delay, and the number of interests

transmitted by contents received are the metrics considered in the simulation. Results

show the proposed mechanisms are more efficient in scenarios with a higher number of

hops between source and destination. For these scenarios, our mechanisms outperform

the default forwarding mechanism by up to 21% regarding data delivery rate in dense

scenarios with a high number of hops between source and destination and provides 25%
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lower delivery delay than the default CCN. One of our mechanisms, PIF, outperforms

LFBL regarding data delivery rate and delivery delay by up to 92% and 55% respectively

for high saturation levels.

1.3 Thesis Structure

The next chapters are organized as follows:

Chapter 2 presents a brief overview of both wireless mesh networks and CCN ar-

chitecture. It also discusses forwarding strategies to reduce broadcast storm on WMNs.

Projects and scenarios are also discussed to highlight the importance of these networks

and their applications. Section 2.3 presents studies to demonstrate that the use of cache

in WMNs increases packet delivery rate. This section also argues that the CCN architec-

ture is also suitable to reduce the deficiency, faced by wireless mesh networks, regarding

bottlenecks and medium contention. Therefore, the CCN architecture and operation is

presented, as well as the differences related to the use of CCN in wired networks and

wireless networks. The challenges related to the broadcast storm are also presented and

discussed.

Chapter 3 discusses several works related to the adoption of caching and ICN archi-

tectures in WMNs. Use cases and new quality requirements of CCN-based WMNs are

also discussed. Proposals to deal with the broadcast storm problem in ad-hoc networks

are also presented.

Chapter 4 introduces the three mechanisms proposed. We also explain how the mech-

anisms choose high centrality nodes that will restrict interest forwarding. PIF mechanism

is detailed and presented by its algorithm. ReCIF mechanism and its variation are dis-

cussed and explained. There are also diagrams which exemplify PIF and ReCIF-Soft

mechanisms in action. The idea is to elucidate how these mechanisms work and their

interest restriction strategies. The junction of RECIF+ PIF is also present with its algo-

rithm.

Chapter 5 details the simulation environment and the parameters used by the pro-

tocols. Characteristics of the OLSR protocol regarding routing and flood contention are

explained. The LFBL protocol is detailed regarding the functionality and its form of

broadcast storm restriction. This chapter also discusses the simulation results. We start

our simulations comparing default CCN and the protocol based on the TCP/IP protocol

stack, OLSR. The idea is to compare both strategies regarding content delivery and aver-
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age delivery delay. After these comparisons, we initiate the comparative experiments with

default CCN, LFBL, and our mechanisms. Experiments include the variation of content

request rate, type of content request and number of consumer nodes. The variation of

content request rate is conducted to evaluate the mechanisms behavior regarding network

saturation. We also use two types of content request. First, consumer nodes request

contents in a sequential way. Second, consumers request contents by popularity. We

also increase the number of consumers on the network to evaluate the impact of multiple

consumers requesting the same set of contents. Afterwards, we conduct experiments to

compare the performance implications of cache size on LFBL and our mechanisms. We

also conduct tests on a less saturated scenario, by reducing the number of nodes on the

network. The idea is to check the performance of our mechanisms in a less populated

scenario as well.

Chapter 6 presents concluding remarks and comments about future work.



Chapter 2

Wireless Mesh Networks and Content
Centric Networks

Al-Arnaout et al. state that the cost to transfer data in wireless networks is higher than

the cost to transfer data in wired networks [12]. The reasons for this higher cost are

the contention for the channel and channel interference. These two factors contribute

to reducing the network efficiency as the number of hops between source and destination

increases [88, 63]. If intermediate nodes can cache contents, as CCN nodes do, the number

of hops between consumers and producers can be reduced. Consequently, bandwidth is

saved by avoiding retransmissions caused by losses on the wireless channel. Oh et al. [76]

argue that is better to invest on storage devices that are getting cheaper by the day

than to deal with bandwidth limitations and losses of wireless networks. CCN focuses

on changing the protocol stack to make the network a more efficient content distribution

infrastructure, without creating overlay approaches as done by Content Distribution Net-

works (CDNs) [67]. The main reason for that is because overlay approaches could inherit

TCP/IP problems.

The next sections present an overview of Wireless Mesh Networks, then we present a

resume of Content-Centric Networks, and thereafter introduce the CCN-Based Wireless

Mesh Networks. The last section is focused on the broadcast storm problem and how it

impacts the CCN-Based Wireless Mesh Networks.

2.1 Wireless Mesh Networks Overview

The main reasons why wireless mesh networks have attracted industry and researchers

attention are reduced costs, ease of deployment and fast maintenance [100]. The cost
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is reduced when compared to other types of networks for a relatively broad geographic

coverage. WMNs do not need cables as wired infrastructures do and thus are easy to

deploy. This ease of deployment is an essential resource in areas where the use of cables

becomes impractical or with high maintenance costs. Universities have been pioneers in

WMN deployment to interconnect campuses buildings and provide Internet access to their

students and professors [77, 21, 23]. Several urban projects also use mesh networks to

provide a connection between great geographic distances endpoints and thus providing

Internet for the community [CUWIN, 2008].

The main characteristic of mesh networks is the use of wireless routers, which are

generally fixed and have an unlimited power supply. These routers have two functions:

(i) forwarding traffic to the other routers that are part of the destination route and (ii)

receiving and forwarding traffic to the client nodes, which can be connected through a

wired structure or using wireless communication. Figure 2.1 illustrates a typical example

of a WMN interconnected to an Internet Service Provider. Connections between the

wireless routers form a mesh, as can be observed in the center of this figure. These

routers can be connected to wired networks, access points or even mobile users. Internet

access can be provided to users connected to the backbone through gateways.

Figure 2.1: An example of Wireless Mesh Networks.

WMNs inherit self-organization from ad hoc networks. New nodes are added to net-

work and routes are configured automatically [11, 90]. Therefore, auto-configuration
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makes the addition of new wireless routers easier and increases network scalability.

Routing is a keypoint in WMNs. Several studies propose to simply adopt routing

protocols for ad hoc networks in WMNs [68, 86, 52]. The use of routing protocols for ad

hoc networks, however, can degradeWMN performance, especially because these protocols

have been developed for mobile networks. Wireless routers in WMNs are quasi-stationary.

On the other hand, several proposed routing protocols for WMNs do not meet the general

requirements of these networks. This problem occurs because many of the protocols have

been developed to address applications with specific requirements such as high scalability,

security, quality of service and military applications [56].

The behavior and performance of WMNs derive mainly from the combination of met-

rics and routing protocol[10]. Metrics take into account the packet loss rate, and others

use multiple channels to provide better utilization of the physical medium, others also

measure bandwidth. There are also metrics that take into account the number of nodes

contending for the same physical medium and the interference caused by the nodes in their

neighbors [103]. A considerable part of researches involving routing protocols and metrics

for mesh networks are focused on increasing throughput[10, 40]. Hence, the importance

of routing metrics for WMNs performance is related to the application type and topology

used.

2.2 Content Centric Networks Overview

Content-Centric Networking (CCN) aims at changing the way how users request content,

rather than requesting to machines the user would be able to request to the network [79].

This behavior implies in disrupting the packet forwarding based on the destination host

and thus forwarding only by a content name. The structural behavior of CCN and its ap-

plication have been studied in several works [25, 46, 48, 55]. Perino et al. [79] propose that

the main features of CCN are (i) content items have an identifier address to be request

instead of content hosts address; (ii) routing scheme takes into account content identifiers

and not host identifiers for forwarding operations; (iii) content packets can be transpar-

ently cached by intermediary nodes along the path; (iv) native support for multicast

routing, since a group of multiple consumers nodes can be satisfied by the same content.

With regards to router equipment, CCN creates challenges. These challenges are related

to hardware requirement to forward packets based on name and caching contents by inter-

mediary routers. Therefore, changing from one billion IPs to approximately one trillion
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of content names may increase the routing state to be stored at content routers [79]. Con-

versely, using routers to storage contents can reduce the number of forwarding operations

on the network.

CCN employs two types of packets: interests and data. Interest packets are sent by

nodes to request content. These nodes are called consumers. Interest packets carry the

name of the desired content instead of the address of a specific host/server. CCN uses hi-

erarchical human-readable names to address content items [7]. These names are combined

with several components delimited by a character, e.g., /UFF/NETWORK/PAPER1.pdf.

Furthermore, routing in CCN can potentially increase the aggregation through this hi-

erarchical naming scheme. Thus, when consumers request data, they specify what they

are searching for and not where they expect it to be provided [14]. Data, or content,

packets carry the requested content itself. These packets are sent by producer nodes or

by intermediate nodes that store the desired content in its cache, referred to as Content

Store (CS) and shown by Figure 2.2. In fact, a data packet would rarely carry the entire

content. The content size is usually higher than the maximum data packet size [59]. Thus,

content is divided into small pieces called chunks.

Figure 2.2: CCN node structure [35].

Two data structures are used during the forwarding of interest packets in CCN, as

shown in Figure 2.2. The Pending Interest Table (PIT) keeps track of the state of each

interest packet forwarded that did not receive a response yet, i.e., interests that are waiting

for a data packet. Each PIT entry also records the list of receiving interfaces of interest

packets for a given content. The second data structure called Forwarding Information

Base (FIB) is used to forward interest packets to an output interface based on the content

name. The FIB can be built at each node by the execution of a routing protocol that,

similarly to the ones of current IP networks, would be used to exchange content name
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prefixes between CCN routers [43]. FIB maintains a list of entries containing name prefixes

and output interfaces.

The process of forwarding interest packets is described as follows. As soon as a node

receives an interest packet, it verifies its CS in order to find a copy of the content requested.

If the content is in its CS, the node sends a data packet towards the consumer. This is the

reason why authors consider CCN as cache networks [28]. Otherwise, the node verifies if

there is another pending request for the same content on its PIT. If there is a PIT entry for

the same content, the node updates the interface list of this entry and drops the interest

packet. Otherwise, the node creates a new PIT entry and looks up its FIB to determine

the output interface to forward the interest packet. If there is no FIB entry related to the

content name, the interest packet is discarded. A node repeats this forwarding process for

each interest packet received. Data packets follow the reverse path traversed by interest

packets because PIT stores the list of receiving interfaces of an interest packet. Figure 2.3

shows an example of content requests. In that case node E starts to send interest packets

to retrieve the the content /uff.br/video Figure 2.3(a). When the neighbors nodes D and

C receive the interest, they forward the interest to other neighbors. Even if some interest

did not reach the content, as i.e., node D to A, and exist another route to reach the

content, it will reply with a content packet Figure 2.3(b).
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(a) Consumer node E sending interest packet.
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(b) Node B transmitting the content packet.

Figure 2.3: Forwarding on CCN.
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2.3 CCN-Based Wireless Mesh Networks

As described in Chapter 1, CCN-based wireless mesh networks employ in-network caching

and thus reduce traffic concentration near gateways and the waste of resources caused by

the late drop of packets. Also, CCN-based WMNs can benefit from the broadcast nature

of the wireless medium to disseminate interest packets. Hence, when a node sends a

packet more than one neighbor is able to listen this packet transmission. Neighbors are

thus forwarding candidates to forward a request or content. These multiple forwarding

candidates increase the probability of a packet to be delivered to producer nodes or to

forwarding nodes, which are temporarily able to provide content from its cache.

CCN-based WMNs typically are equipped with one interface only. Thus, the same

interface is used to receive and forward interest packets. Therefore, this particular issue

creates a higher forwarding spread possibilities since there would be no interfaces filtering

on the CCN FIB table. Conversely, this behavior increases the interest broadcast storm

since the routers nodes are unable to choose the proper forwarding interfaces. Therefore,

upon receiving an interest packet for content that is not on its CS, the node has to forward

the interest using the same interface where it was received.

CCN-based Wireless Mesh Networks are also suitable to reduce the deficiency faced

by wireless mesh networks regarding mobility. That deficiency relies on most routing

protocols developed for 802.11 [32] Ad-Hoc network is dependent on the level of physical

mobility in the network to allow set up explicit routes between endpoints [72]. Thus

those protocols require a level of track state for at least part of the topology and route

configuration when links change. The reason for that relies on the fact that high dynamic

networks impose different issues to IP addresses regarding assigned and reassigned to the

constant changing set of active nodes in the network [80]. Depending on the application

those address modifications also need to be mapped to tables with names and IP address.

Comparing with CCN that problem would be reduced since the requests are no more

destination oriented and thus content oriented.

Figure 2.3 exposes an example of CCN-Based Wireless Mesh Networks structure.

The blue arrows express a prior request for content Y form the first consumer. After this

request, the content packet follows the inverse path towards the consumer. Each CCN

router of this delivery path, before forwarding the content, stores a copy of Y content.

Thereafter, a new consumer requests the same content, Y, and its requests are represented

by red arrows. We can observe that these request from the new consumer do not follow
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the path towards the Y content producer. Instead, the new requests get its response

from an intermediary router. If those routers on Figure 2.3 were not caching contents, all

the consumers request for Y content would be forwarded to the producer node. In this

example, it is possible to see the importance of caching in reducing bottlenecks around

paths that lead to gateways nodes, here called producers nodes. CCN nodes can store

prior content and delivery that content when an interest packet arrives. Thus, reducing

medium competition and interference traffic near producers nodes paths.

CCN Nodes

Content Producers

Nodes

Consumers

Cache

Cache

Cache

Cache

Cache

Cache

Cache

Cache

Consumer requesting 

Content Y

Producers Nodes

Prior Requested 

Content Y 

First Y

Content request  

PRODUCER

/UFF/Y

Figure 2.4: CCN-Based Wireless Mesh Networks.

Mobile Internet traffic demand has increased the use of wireless network nowadays,

and the greater part of such traffic is content delivery, which is not real time in nature [63].

That traffic is suitable to be cached and inherits the possibility of content shared between

consumers. The cache use provokes challenges on the ambit of how the storage resource

will be managed. It has been reported that for both wired and wireless networks, caching

consists of two main problems: content placement and content delivery [63]. For con-

tent placement issues like cache size, cache location and discarding policy are essential

structures of the problem. The content delivery problem is related to how to use network

resources efficiently to deliver content to their consumers.

Another important aspect of CCN is the capability to use caches to promote popular

contents. It has been reported that users send more than 300,000 tweets, share more
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than 680,000 pieces of content on Facebook, and upload 100 hours of video on YouTube

per minute [93]. However few contents induce popularity attention and concentrate most

of the consumer requests [93]. Liu et al. [63] state that fundamental feature of content

delivery traffic nowadays is that a minority of popular contents represents the majority of

traffic load and is consumed by different users at different periods. Based on that behavior,

it is important to predict if and when a content will become popular. Nevertheless, there

is a shortage for predicting the popularity of a web content. That shortage is provoked

by a sum of aspects that impact directly on content popularity for, i.e., content quality

and the importance of a content for consumers [84]. Those aspects are difficult to scope

and may vary over time. Tatar et al. [93] argue that combining information from different

media providers is the first step to achieve a better prediction. The authors also indicate

that Twitter has been used for this accomplishment, but there are other promising content

providers.

Regarding cache policy, there are two types: reactive and proactive. Reactive caching

policy evaluates if a received content will be cached or discarded based on cache update. A

simple way to use reactive caching policy is to store contents only after an interest packet

has been sent. A proactive cache policy infers what content should be predictably cached

before requests arrive. The use of proactive cache in CCN-based WMNs can improve the

average throughput since nodes may take advantage of broadcast nature of the wireless

medium to store contents that were not yet requested. Some proactive caching strategies

use algorithms that predict what content should be cached based on consumers demand

profile [63, 45, 19].

Liu et al. states that cache policy must take into account fading and interference

on wireless NDN [63]. These problems are shown when a content is cached on distant

neighbor nodes instead of the nearest neighbor of the consumer and thus the consumer

request the content with lower signal power due to path loss and may also suffer from

interference from the nearest neighbor node.

Content networks may also take the benefit of using a feedback related to acceptance

for a specific content. Thus, consumers could work collaboratively with popularity pre-

diction algorithms to proactive caches. To achieve that goal, consumers may vote on the

content or manifest an opinion. Due to that, Tatar et al. state that one strategy to

improve the popularity of a content is to account positive votes from consumers which

have a conformist profile and also count votes from consumers which have a discontented

profile [93]. Therefore, combining both groups of votes will enhance the popularity pre-
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diction.

2.4 The Broadcast Storm Problem

One of the main challenges faced by WMNs based on CCN is the broadcast storm problem

caused by the way interest packets are forwarded. Depending on the interest transmis-

sion rate and the number of these packets forwarded, a network can experience a storm

of interest packets sent in broadcast. Furthermore, data packets can be sent in response

by neighbors at a high rate, which increases the medium access time and the number

of collisions. These collisions are caused by nodes that are on the same path used to

obtain the content or by nodes that are close enough to interfere each other [102]. Fig-

ure 2.5 demonstrates how the broadcast storm of interest packets starts. The consumer

node starts to send the interest packet, as inherited behavior from the wireless medium

is to receive information in broadcast, all near neighbors receive the interest packets Fig-

ure 2.5(a). Thus these neighbors will initiate the retransmission of the interest packets

to their neighbors, and as a consequence, it will create a chain reaction where congestion

and collisions will be more frequently, Figure 2.5(b).

(a) Consumer sending interest packet.

(b) Neighbors nodes retransmitting the interest
packet.

Figure 2.5: Wireless CCN Broadcast Storm.
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Concerning the broadcast storm problem, Tseng et al. [97] develop a mathematical

model to study the broadcast storm on wireless networks. In this model, nodes coverage

are modeled as circles, and the area of a circle determines the space covered by the

wireless node signal. If two nodes are communicating with each other and the coverages

are represented by a circle, then it is possible to determine the area where the signal, and

as a consequence, the packets, from both nodes would be heard. This area is modeled

as the intersection area of overlapping circles Figure 2.6. Thus, the authors argue that

in a more realistic model, the unaffected area of a second node that receives packets sent

in broadcast from its neighbor is 41%. It is worth mentioning that if more neighbors

contend for the medium, the size of the unaffected area can decrease drastically. Tseng

et al. [97] evaluates this impact through simulation. The authors randomly place n hosts

on the same transmission range and calculate the unaffected area between those hosts.

The unaffected area is below 5 % if n ≥ 4. On the next chapter, we will discuss several

mechanisms proposed to reduce the broadcast storm problem using cache on the wireless

network.

Figure 2.6: Intersection area.

There are techniques proposed for wired CCN to avoid the broadcast storm caused by

interest packets. A simple technique is to define a rule per interface that states interest

packets must not be forwarded to its receiving interface. This technique, however, is not

suitable for CCN-based wireless networks because nodes typically are equipped with one

interface only. Thus, the same interface is used to receive and forward interest packets.



Chapter 3

Related Work

The set of papers related to our work includes (i) mechanisms that employ cache in

WMNs, (ii) proposals to replace the TCP/IP architecture by CCN in wireless networks,

and (iii) novel CCN applications. Discussions about these four topics are presented in

next sections.

3.1 Caching in Wireless Mesh Networks

Several authors propose to employ caching in particular nodes of WMNs. MP-DNA, for

example, replicates contents to reduce the traffic overhead in WMNs [12]. Thus, if a node

needs a retransmission of content or if any other node is interested in the same content,

it can be sent by intermediate nodes. MP-DNA runs on top of the TCP/IP stack and

considers that the OLSR routing protocol is running. Consequently, MP-DNA inherits

the limitations of using TCP/IP in wireless environments. There are similar works to

MP-DNA, such as MESHCHORD [24], that employ distributed hash tables to keep track

of the content requested by neighbor nodes. In our work, we avoid the use of TCP/IP

stack by adopting a stack that supports mobility natively.

3.1.1 CCN in Tactical and Emergency

Oh et al. [76] employ a CCN-based wireless network with mobile and stationary nodes.

The authors, however, do not modify the CCN forwarding scheme to deal with the broad-

cast storm problem. They compare both the CCN stack and the TCP/IP stack + OLSR

in a military environment. Results show that nodes with CCN experience a higher deliv-

ery rate and a lower average delay. Different from Oh et al., we introduce new forwarding
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mechanisms to reduce the broadcast storm caused by interest packets.

3.2 Listen First Broadcast Later

The Listen First Broadcast Later (LFBL) protocol is classified as a content-oriented rout-

ing protocol. Therefore we choose this protocol to compare it with our mechanisms.

Another point that motivated the study and comparison is related to the number of aca-

demic studies that mention LFBL [72, 47, 71, 15, 65, 104, 101, 17, 105, 16]. This way, our

mechanisms are compared to LFBL and the default CCN in most of the analyses.

LFBL protocol differs from other routing protocols for wireless networks because it

does not inherit protocol characteristics that were originally developed for wired networks.

LFBL does not need predetermined routes and does not require the use of IP protocol,

for example, LFBL is considered more robust to topological changes than destination-

oriented protocols, such as OLSR and AODV. The reason is that data packets are not

addressed to a particular node. Instead, data packets can be requested by any node

capable of delivering the requested data.

With LFBL, routing decisions are made by the node that is receiving a packet and

not by the node that sent the packet. This routing decisions is the key point of LFBL.

After receiving a packet, a node considered as a potential router listens to the channel

for a while to verify if there are other nodes more suitable than the node itself to be the

packet forwarder. During the listening time interval, if there is no better candidate to

forward the packet, the node itself will forward the packet.

The LFBL authors argue that the protocol does not maintain a state of connections.

Therefore, nodes that are in the path of an end-to-end flow evaluate if they are capable

of being forwarders based on their distances to the destination. This behavior removes

from LFBL the need for knowledge of network topology.

LFBL presents three main features, which summarize its operation. First, there is

no stored knowledge about neighbors, topology, and routes. By using broadcast commu-

nications, nodes that are in the listening perimeter can decide if they can forward the

packet. Second, all the information related to routing is within the packet as LFBL only

employs broadcast communications for sending packets. Finally, LFBL supports physical

node mobility and logical mobility of data. The logical mobility comes from the fact that

LFBL makes content oriented requests, and thus not to the destination as the IP protocol.
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The end-to-end communication is divided into two phases: the request phase and the

data phase. The request phase is similar to the default CCN forwarding, where requests

are sent over the network without prior knowledge of destination location. During this

phase, nodes simply forward the request until it is answered by a content-carrying node.

The data phase begins when the request arrives at the node containing the requested

content. In this case, the data is sent back using the candidate nodes for delivery. This

phase continues until the requests cease, by receiving the content, or if there is no more

content response.

Figure 3.1: LFBL Forwarding Nodes Selection.

Figure 3.1 presents an example of forwarding nodes selection on LFBL. When a node

C forwards the packet, a group of nodes within its cover range is able to listen that packet.

Depict nodes A and B are able to listen the interest transmission, only nodes D and F are

closer to the destination in number of hops. Therefore, only these nodes will be selected

as possible forwarders.

LFBL inserts a header into the packet in order to have end-to-end flow information

available. Table 3.1 summarizes all header fields. This header is used for the request and

delivery phases. During these phases, nodes verify this flow header for packet forwarding

decisions. Because routing decisions are performed by receiving nodes, it is important to

note that a node must wait a given time interval before deciding whether it will be the best

candidate to route the packet. During this time, nodes listen to messages broadcasted by

other nodes. After receiving these messages, a node is able to analyze the LFBL header

of these messages and verify if there are any forwarder candidates better than the node

itself, i.e., nodes closer to the destination. Thus, a node receiving a packet must wait
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Table 3.1: LFBL Header Fields
LFBL Fields Description
seqnum Sequence number created and added by the source node.
acknum Acknowledgment number provided by source node.
srcId Packet source node ID.
dstId Packet destination node ID.

srcDist The distance between the source node and the last intermediate
node that sent the packet.

dstDist The distance between the destination node and the last intermediate
node that sent the packet.

type Identifies whether it is a content request or response message.
dataName The name of the content requested or answered.

a while and during that time count if there were better candidates and only if it still

considers that there are no better candidates the node should forward the packet.

A node knows its distance to another node by using the srcDist field in the LFBL

packet header, Table 5.1. This field stores the distance information between the packet

source and the last node that forwarded the packet. At each hop, the node that forwards

the packet updates its distance to the packet source into the srcDist field before sending

the packet. Therefore, the srcDist field is used for nodes to discover and update their

distances to source nodes.

Using the distance information between the current node and the source provides

the ability to given node to use this information to compute if it will be among the

candidates for the return flow to the source. Therefore, using the fact that a node can

only be considered a candidate to the routing if it is closer to the destination.

The listening period is a key parameter of LFBL protocol. Assuming that in a wireless

mesh network there would be more than one node transmitting its data, the listening time

for a given node should be long enough to receive the neighbor packets and verify if it

would be a forwarder or not. The authors argue that this time serves primarily to give

priority to communications and also to avoid collisions. Priority refers to giving shorter

time to nodes which are already chosen candidates for forwarding the packets. In this

way, nodes that have previously forwarded packets from a particular flow would have

priority over nodes that have not yet forwarded packets from this flow. The listening

time is also used to reduce the collision because two forwarding nodes are not heard for

the same period. By listening for a period, the same two nodes could consequently send

the data exactly at the same time, as both would act as if they were the best candidate

to forward the packet. Therefore, the authors argue that using a random factor to the
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listening period considerably improved the protocol performance.

Comparing with destination-oriented routing protocols it is worth mentioning that

the closest point that the LFBL has in common with these protocols is the distance table.

This table is made up of three fields and is used only by the node property, which means

that this table is not passed on to neighbors. The table is being created as communications

flow through the node. The node retrieves the information to populate its LFBL packet

header table. The three fields of a distance table are the sequence number, distance to

the destination and distance deviation. The sequence number is taken from the seqnum

field of the LFLB header. This field is used on the table for making decisions about

updating concerning how fresh the packet is. In this particular case, packets with an

obsolete sequence number will not be used to update the table. The other field related

to the distance to the destination is updated when the sequence number is greater than

or equal to the current sequence number in the table. The third field, distance deviation,

is calculated before the node includes its distance in the packet. The distance deviation

will be calculated with the old value and the new one updated after receiving the packet.

LFBL calculates distance deviation similarly to TCP calculates round-trip time deviation.

LFBL consumers create a local table to store its producer nodes. This table will be

used after the flooding phase, i.e. when the nodes already know who the receivers are.

Thus, a node can use this table to send interest directly to a producer instead of flooding

the entire network using the request phase.

During the request phase, nodes learn who are the possible nodes that respond to

requests for content. In addition to learning who the nodes are, it is also learned the

relative distance of each node to the possible content server. The way back is done in the

response data phase. At this stage, the content producer can analyze its distance to the

node that originally requested through the dstDist field. This field is used by intermediary

nodes to make the inverse path to the request and consequently to deliver the content to

the node that requested it.

In fact, LFBL creates different flows between source and destination. These flows,

after the initial request phase, are destination-oriented. Hence, when these flows are

exposed to a densely populated network with a high degree of requests, create some

bottlenecks in the vicinity of the producing nodes. This behavior is detailed in Chapter

6. We have also observed if multiple content servers are in the network the calculation of

the dstDist field becomes imprecise. This imprecision is because for different responses of

different content servers the intermediate nodes will assume their eligibility in a precise
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way and not necessarily reflecting the best routes.

The description of the LFBL does not detail information on how caching is done. For

the sake of fairness compared to our mechanisms, we enabled the LFBL cache with the

same sizes used by our mechanisms. LFBL also does not detail how long to wait during

the request flooding phase. In our analysis, we realized this time severely impacts the

performance of the protocol. For our simulations, we use 20 first seconds.

3.2.1 AIRDrop

Kim et al. propose a CCN-based WMN packet delivery scheme using unicast trans-

missions [54]. According to the authors, unicast transmissions reduce contention and

eliminate additional network control messages. Therefore, once the path between source

and destination is established, the packets are sent in unicast in this path. The name of

the proposed scheme is AIRDrop, that name is because according to the authors, there is

a similarity with the supplies distribution in a war environment and their scheme. Hence,

if the supplies were thrown by airplanes the nearest soldiers on the field would be the

aptest to collect the supplies.

Kim et al. argue that AIRDrop was designed to prevent packets from been lost at

a given stage of the transmission process. That stage occurs when the hidden terminal

problem affects the packet reception. They also point that on traditional mesh networks

a packet on that situation would be summarily discarded. To overcome this problem, the

authors argue that AIRDrop uses RTS/CTS MAC layer control transmissions to perform

the retransmissions and avoid the hidden terminal problem. The authors argue that by

using unicast with RTS/CTS the results outperform similar works that use broadcast

transmission.

AIRDrop authors state that their work presents as a novelty the fact that it handles

the path disruption taking advantage of the CCN resources. This affirmation relies on

their assumption that since packet copies are stored in each retransmission node, this may

be used to answer the future request for the same content. Hence, these copies would be

explored to create a bridge with the broken unicast path. In the initial AIRDrop phase,

the client node initiates communication by flooding a packet of interest to the first piece

of content, and once it receives this content, it creates a bridge between the client and the

producer. During this phase, other network nodes are aware of their distances between

consumer and producer as in LFBL protocol. AIRDrop also inherits packet header control

fields like those used on LFBL protocol. The intermediate nodes use these fields, which
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report network distances between source and destination, to make decisions about packet

propagation.

Despite what is demonstrated in the proposed scheme, there are disagreements about

this unicast approach. One of the reasons for the disagreement according to ETALL [29,

30, 109] is that the RTS and CTS frames are sent at the basic link bit rate, which delays the

transmission of data frames that are sent in link bit rates near the maximum theoretical

bandwidth. Ligo et al. argue that each RTS and CTS frame has a fixed downtime

period and this also reduces throughput [62]. Consequently, this throughput reduction

can exceed any gains to avoid hidden terminal collisions problem [62]. Another important

fact presented in AIRDrop tests is that consumers only request different contents from

each other. Consequently, the cache is partially used within the same message flow.

Therefore, the gain related to prior content storage on intermediate nodes is not well

studied.

3.3 Replacing the TCP/IP Architecture by CCN in
Wireless Networks

3.3.1 CHANET

Amadeo et al. [16] propose a content-centric mechanism to act upon the IEEE 802.11 link

layer. This mechanism, called CHANET, uses the 802.11 broadcast feature to provide

content-based routing services. The mechanism disrupts the concept of routing based on

destination address inherits from the TCP/IP protocol stack. According to the authors,

CCN is suitable for ad-hoc wireless environments mainly because it improves the delivery

rate in high mobility scenarios. The authors also explain that their mechanisms use

exclusively broadcast packets, improving the simplicity, availability and robustness. Also,

CHANET is compared with a TCP/IP stack network using AODV [80] routing protocol.

Results show CHANET increases the data delivery rate and also reduces the time to

deliver the contents. Despite the fact that the authors only compare their mechanism

with AODV, they argue that representative experiments show the better performance of

CCN over Optimized Link State Routing Protocol (OLSR). Therefore, OLSR was not

used on their comparison results.
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3.3.2 CCN Strategies for Multihomed Mobile Terminals

Schneider et al. propose strategies to use multiple interfaces for mobile devices (LTE,

Wifi, Ethernet) with CCN [89]. The first strategy is to use the interface that best fits

for a specific application QoS requirement or even for a security requirement. The other

strategy is to send multiple copies of the same interest packet through different interfaces

to guarantee redundancy. The objective is to access data regardless of the battery and

throughput costs. Although the authors propose strategies to use multiple interfaces,

there is no strategy concerning broadcast storm control.

3.3.3 Social-Tie-based Content Retrieval (STCR)

Lu et al. propose a social-tie based content retrieval (STCR) [66] scheme used in delay-

tolerant MANETs. The authors use K-means clustering algorithm to build the social level

to forward messages. The work is focused on sparse MANETs. All the nodes have an

identifier and can compute their neighbors ID and their centrality, and social capacity

to deliver a message to the destination or to forward the message to a better forwarding

neighbor. The work differs from ours mainly because it is proposed to sparse networks

and the nodes exchange information of the social hierarchy among them before requesting

content. Also, sparse scenarios are less prone to suffer from the broadcast storm problem.

3.3.4 CCN-based Vehicular Network

Wang et al. introduce a CCN-based vehicular network [98]. The authors propose a mech-

anism to prioritize interest packets generated by distant nodes. Thus, a node postpones

the transmission of interest packets from closest nodes always when there is a contention.

Nodes are equipped with GPS devices to calculate the geographical distance between

them. Wang et al. do not evaluate the mobility impact on the network performance. In

this work, our proposals reduce the collisions of interest packets, but we do not require a

GPS device.

3.3.5 Caching at the Wireless Edge

The work of Liu et al. provides a deep study on strategies that use cache on base stations

or end user devices instead of using on the wired edge [63]. The authors observe that the

larger the cache size, the higher the cache hit probability and thus the less the contention
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on backhaul bandwidth. The authors also argue that on current cache literature most of

the studies have not take into account the channel fading and interference on wireless net-

works. Our work is focused on improving the throughput by reducing medium contention

and interference.

3.4 Novel CCN applications

3.4.1 Virtual Wireless NDN

The work of Rainer et al. proposes a testbed architecture providing a virtual wireless

Named Data Networking (NDN) 1 over an IP network [85]. The virtualization of NDN

is modeled using network application as Iptables and TC on Banana Pi Routers. In this

work, all nodes receive a unique identifier which will be used in the forwarding strategies.

The authors compare the testbed with ndnSIM and discover some issues related to the

TCP/IP headers overhead on the virtual NDN. Despite the TCP/IP headers overhead

and the complexity of the forwarding tables with nodes identifier, the work is a major

step towards real implementations strategies.

3.4.2 Service-based Congestion Control Strategy

Zhang et al. propose a service-based congestion control on content-centric networks [107].

This mechanism verifies the interest packet queue to decide if the CCN router is under

congestion and if so the mechanism reduces the number of forwarded interests based on

the priority of the data to be retrieved. This work, however, differs from our work because

it is focused on wired CCN.

3.4.3 Energy-Efficient Caching Strategy

Shi et al. propose an energy-efficient non-cooperative caching strategy and replacement

algorithm of the cost-performance ratio (CPR) [92]. The authors compare an Internet

Service Provider (ISP) and content provider (CP) on a platform of end-user demand.

Simulation results show that the strategy can effectively reduce network overhead and

delay, and obtain better performance. The work mainly differs from ours because it is

focused on wired networks and does not take into account the broadcast storm problem.
1Named Data Networking (NDN) is based on Content-Centric Networking (CCN) architecture and

originally used CCNx as its codebase.
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3.4.4 Caching and Computing Oriented Small Cell Networks

The content-centric network has also been evaluated on cell networks to reduce backhaul

load and improve throughput. The idea is to cache popular contents on base stations

(BSs) and in some cases mobile devices. The work of Zhao et al. proposes a framework

that reduces the complexity of cellular networks and boosts the throughput using content-

centric mechanism [108]. This work also exposes that caching popular contents is well

desired for cell users satisfaction. The authors also show that as a consequence of using

content-centric the interference among the small cell networks was reduced and thus the

cost of the implementation is also reduced.

3.4.5 Big data caching for networking

Another work that targets backhaul load problem on cellular networks focuses on strate-

gies and propositions of an architecture for big data in mobile cellular networks using

proactive caching [106]. The authors aim for a better structure for the upcoming 5G

wireless network with an extensive level of data processing. The idea is to set caches on

the edges and reuse popular contents and thus improve the throughput.

3.4.6 Video Distribution over CCN

Jmal et al. propose the use of CCN in videos distribution networks [50]. The authors

argue that the use of caches in this type of network increases the stability in video trans-

missions [95, 53] . The work contributes by introducing an integrated system to bridge

the SAND [94] and DASH-aware network element. Hence, the authors implemented a

bandwidth calculation system between CCN nodes and video servers. In addition to

the calculating bandwidth system, the authors make use of Traffic Shaping to treat the

adaptation rates for specific conditions that are still buffered at the nodes. These im-

plementations provide significant gain when used in Dynamic Adaptive Streaming over

HTTP (DASH).

Several works compare the use of CCN in Dynamic Adaptive Streaming (DAS) [58,

8, 64]. These papers use the CCN caching concepts to improve the rate of data delivery.

The work of Rainer et al. [84] stands out in this theme. In this work, the authors compare

a network based on CCN with networks using MPEG-DAS on IP-based networks. The

work proposes a theoretical upper bound for multi-path multimedia transmissions without

and with a cache. The authors concluded that the use of the CCN cache provides a better
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adaptation to multimedia traffic with different encodings and also improve multi-paths

use for multimedia content delivery. Posch et al. [81] state that the use of information-

centric networks has been presented as a viable option for multimedia traffic. The reason,

according to the authors, is that these networks work better with different clients requiring

the same multimedia content, but with different encodings. In this way, the base content

can be distributed to several clients using the caches inherited from CCNs.

3.4.7 Advanced Perceptive Forwarding Strategy

The work of Li et al. propose a forwarding mechanism, called Advanced Perceptive For-

warding Strategy (APFS), which prioritizes the delivery of temporary contents replica [59].

In this mechanism, a second structure called Chunk Map (CM) is used in conjunction with

APFS. This structure has the function to locate and inform nodes that contain the clos-

est contents of a given node. The use of APFS in conjunction with the CM provides the

choice of content replicas closer to the requesting node, reducing content delivery delay.

The authors also argue that APFS provides better use of caching because the adjacent

nodes will have a higher probability of providing content to neighbors.

3.4.8 OSPF Based Routing Protocol for Named Data Networking

Wang et al. creates an extension of the OSPF protocol to provide name-based routing

capability in NDN, called OSPF Based Routing Protocol for Named Data Networking

(OSPFN) [99]. The protocol operates on OLSR structure by distributing name prefixes

and calculating routes to name prefixes. Since this project testbed was conducted to be

operational in a short period, OSPFN is an extension of OSPF, and by that, it inherits

IP related issues.

On OSPFN each router in the system collects network link state information and

build a Link State Database (LSDB), similar to OSPF. This LSDB is propagated through

neighbor nodes by Link State Advertisements (LSA) packets. When the network is in a

converged state, all the routers in the network have the same copy of the LSDB. Therefore,

each router constructs a network topology from the LSDB and runs the Shortest Path

First to calculate the path to each destination node on the network. OSPFN uses OSPF’s

Opaque LSAs or OLSA to announce name prefixes, which allows application-specific in-

formation to be advertised in the network.

Routes to name prefixes are created due to an integration of CCND (Content-Centric
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Figure 3.2: CCND, OSPFN and OSPFD Integration.

Network Daemon), which handles the forwarding of Interest and Data messages, and

the OSPF. Therefore, every router uses CCND, OSPFN, and OSPFD to provide content

oriented routes, as in Figure 3.1.

When a name prefix is advertised by multiple routers, something desirable on CCN,

OSPFN sends a query for each producer nodes and inserts a FIB entry containing the

name prefix and each next hop informed as a response. Although, OSPF protocol version

used on OSFN provides only a single next hop for each destination node with different

shortest paths. Thus, OSPFN by default generates one route for each content producer.

Therefore, OSPFN generates a list of FIB entries for each name prefix. This list provides

a rank where most preferred next hops are those that lead to producer nodes, ranked by

path costs and followed by descending order of preference next hops.

The OSPFN project was released on Oct. 18, 2011, and is available for tests since

then. The authors present an interest for a future work where OSPFN will not rely on IP

addresses structure and thus, runs over a complete CCN structure. Although the protocol

is not suitable for WMNs, the authors may conduct future tests in a near future.

3.4.9 Link Layer Broadcast Storm

Tseng et al. propose mechanisms to reduce the broadcast storm problem in the link

layer [97]. One of their mechanisms is based on the probabilistic retransmission of

IEEE 802.11 frames. In this work, we employ the probabilistic forwarding in an upper

layer. We limit the forwarding of interest packets used by CCN.

3.4.10 Related Works Analyses

Besides the related works that aim at reducing the broadcast storm problem, there are

remaining challenges concerning the strategies to reduce medium contention by interest

packets. These problems are related to interests packet filtering combined with the number
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of nodes in the network and network topology. Therefore, it is necessary to choose the

right criteria for filtering interests to avoid reduction on performance. Some related works

present strategies to reduce broadcast storm from interest packets, i.e., LFBL, but when

we introduce more producers nodes or increase the network saturation the performance

decreases. Part of the related works uses a combination of IP networks and CCN. Hence,

these strategies are based on adaptions to use CCN over the IP layer and therefore inherits

IP related problems. Our mechanisms present robustness concerning network saturation

and the number of producers. Hence, or mechanisms do not use combinations with IP,

thus providing an entirely content-based forwarding.



Chapter 4

The Proposed Mechanisms

We propose three mechanisms to reduce the broadcast storm problem in CCN-based

WMNs [69, 70]. The goal of our mechanisms is to reduce the number of interest pack-

ets forwarded by nodes and consequently increase network efficiency regarding delivery

rate and delay. The following sections introduce the proposed mechanisms and discuss

implementation details.

4.1 The PIF Mechanism

The first proposed mechanism is called Probabilistic Interest Forwarding (PIF). With

PIF (Algorithm 1), a node forwards interest packets with probability p, if the node has

a centrality degree g ≥ G, where G is the centrality threshold. Otherwise, nodes that

have a centrality degree g < G forward interest packets according to the default CCN

forwarding scheme. The centrality threshold G is defined based on the network density.



4.1 The PIF Mechanism 31

Figure 4.1: An example of PIF mechanism in action.

ALGORITHM 1: PIF Mechanism.
Data: (p, g,G, pck.interest.)

1 begin

2 if g >= G then

3 λ← Random();

4 if λ =< p then

5 Forward(pck.interest)

6 else

7 Discard(pck.interest);

8 end

9 else

10 Forward(pck.interest)

11 end

12 end
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With PIF, we aim at reducing the number of interest packets sent by nodes with high

centrality degree, which means nodes with a high number of neighbors. Preliminary tests

suggest the definition of a forwarding criterion based on centrality degree. We observed

more nodes contending for the medium, just after an interest packet forwarding by a node

with more neighbors. These nodes are trying to send copies of the same interest packet.

Besides, a neighbor of a node with high centrality degree has a high probability of having

already received that interest from another node, because interest packets are sent in

broadcast.

Figure 4.1 presents a scenario where a consumer node requests a content to a given

producer. Initially, node X will receive the interest packet and then broadcasts it. After

this, node C and node F receive the interest and then broadcast to their neighbors.

Assuming that node A is a central node, and there would be a probability p to forward

this interest packet. If the node A choose not to forward the interest, there would be

less medium contention. The reason for this is that if node A forwards this interest,

it would affect nodes C,F,E,D and B. Therefore, filtering interest packets on central

nodes provides a reduction on medium contention. This reduction on medium contention

increases the network throughput because more interest and content packets would be

able to be forwarded on that medium.

4.2 The ReCIF Mechanism

The Retransmission-Counter-based Interest Forwarding (ReCIF) mechanism introduces

one field in the interest packet header. This field, referred to as forwarding counter,

receives zero as an initial value and is increased by one unit each time the packet is

forwarded. Nodes that have a degree centrality g ≥ G, where G is the centrality threshold,

forward an interest packet only if ci < C, where ci is the value of the forwarding counter in

the header of packet i and C is the retransmission threshold. Otherwise, nodes that have

g < G forward interest packets based on the default CCN forwarding mechanism. ReCIF

assumes that the forwarding counter of a packet increases fast during broadcast storm

periods. Thus, ReCIF limits the forwarding of packets that were already in a broadcast

storm. The fewer the number of copies of these packets, the lower the collision probability.

How to define the retransmission threshold C is a challenge to employ ReCIF. If C is

low, interest packets may not reach its destination. Otherwise, if C is high, the efficiency

of ReCIF is compromised. Therefore, we propose two operation modes for ReCIF: ReCIF-
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hard and ReCIF-soft. With ReCIF-hard, C is fixed and is previously defined based on

network density (Algorithm 2). The threshold C is the same to all contents. On the other

hand, ReCIF-soft calculates C dynamically (Algorithm 3). Thus, with ReCIF-soft, each

content n has its own threshold Cn.

ALGORITHM 2: ReCIF-hard Mechanism.
Data: (g,G, C, ci, pck.interest.)

1 begin

2 if g >= G then

3 if ci <= C then

4 Forward(pck.interest) ;

5 else

6 Discard(pck.interest);

7 end

8 else

9 Forward(pck.interest)

10 end

11 end

ReCIF-soft employs a two-phase algorithm to calculate threshold Cn. The first phase

occurs when a node receives an interest packet for a specific content for the first time. To

calculate the first value of Cn, a given node has to receive P interest packets. All these

P interest packets are forwarded by the node following the CCN standard forwarding

mechanism. After that, the node calculates the mean value of the forwarding counter c

of these P packets and sets Cn(0), as defined in Equation 4.1, We define P = 10 based

on preliminary experiments.

Cn(0) = (
P∑
i=1

ci)/P (4.1)

With Cn(0) defined, a node starts the second phase of the algorithm. To calculate Cn

dynamically, ReCIF-soft employs an exponential moving average defined by Equation 4.2.

The idea is to prioritize prior values of interests retransmissions and give a small weight

to the recent ones. We use by default α = 0.9 to adjust the threshold Cn for every interest

received for the same content. That small weight can modify the threshold in a low scale.

Therefore, high hop count values from few packets will produce a reduced impact on C.

Cn(t) = (((1− α) ∗ ci + α ∗ Cj(t− 1)), t > 0) (4.2)
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If a received interest packet of content n has ci less or equal to Cn, then this packet

will be forwarded, and the new Cn value will be computed. Otherwise, if ci is higher

than Cn, the packet will be dropped, but the new Cn will be computed. The reason to

compute Cn from a discarded interest packet is to maintain the protocol awareness upon

new network changes.

Figure 4.2 presents two scenarios where a central node B will decide if it forwards

or discards a received packet. The blue nodes are the central nodes and are running

the ReCIF-soft mechanism. Let us assume that the second scenario starts after the first

scenario. For the first scenario, we assume that Cn(t) = 5, due to prior calculations. Thus,

when the packet arrives at node B, after being forwarded four times, its ci is 4. The node

then compares ci and Cn(t) and then accepts to forward the packet, because the packet

was forwarded less than five times. After this, B calculates the new value for Cn(t) which

is (4 ∗ 0.1 + 5 ∗ 0.9) = 4.9. Thereafter, for the second scenario the value of Cn(t) is 4.9.

The packet received by B in the second scenario went through 7 retransmissions, which

is higher than Cn(t). Therefore the packet will be discarded, and the new Cn(t) will be

recalculated to 5.11 thereon.

Figure 4.2: An example of ReCIF-soft in action.
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ALGORITHM 3: ReCIF-soft Mechanism.
Data: (p, g,G, ci, pck.interest.)

1 begin

2 if g >= G then

3 if ReceivedPcksN <= P then

4 sumCi← ci + sumCi ;

5 if ReceivedPcksN == P then

6 Cn(t)← sumCi/P

7 end

8 Forward(pck.interest);

9 else

10 Cn(t)← ((1− α) ∗ ci + α ∗ Cj(t− 1)) ;

11 end

12 if ci <= Cn(t) then

13 Forward(pck.interest) ;

14 else

15 Discard(pck.interest);

16 end

17 else

18 Forward(pck.interest)

19 end

20 end

We also evaluate ReCIF-soft with threshold G = 0 (Algorithm 4). Thus, all nodes

forward interest based on the criterion adopted by ReCIF-soft, regardless of its centrality

degree. The idea behind that strategy is to avoid the broadcast storm even on nodes

located on low-density regions of the network. In some experimental traces, we have

observed that nodes with low centrality degree also contribute to increasing the number

of interests forwarded by nodes with high degree centrality.



4.3 The ReCIF+PIF Mechanism 36

ALGORITHM 4: ReCIF-soft G=0 Mechanism.
Data: ( ci, pck.interest.)

1 begin

2 if ReceivedPcksN <= P then

3 sumCi← ci + sumCi ;

4 if ReceivedPcksN == P then

5 Cn(t)← sumCi/P

6 end

7 Forward(pck.interest);

8 else

9 Cn(t)← ((1− α) ∗ ci + α ∗ Cj(t− 1)) ;

10 end

11 if ci <= Cn(t) then

12 Forward(pck.interest) ;

13 else

14 Discard(pck.interest);

15 end

16 end

4.3 The ReCIF+PIF Mechanism

The third proposed mechanism (Algorithm 5), called ReCIF+PIF, combines the features

of PIF and ReCIF-hard. ReCIF+PIF also introduces the forwarding counter in the header

of interest packets. Similarly, the counter receives zero as an initial value and is increased

by one unit each time the packet is forwarded. Therefore, nodes with degree centrality

g ≥ G, where G is the centrality threshold, forward interest packets only if ci < C, where

ci is the current value of the forwarding counter in the interest packet i, and C is the

retransmission threshold. On the other hand, nodes that have a degree centrality g ≥ G

forward interest packets that have ci > C with probability p. Thus, with ReCIF+PIF,

how to define C is less critical because packets that are classified above this threshold still

have a probability p to be forwarded. Nodes that have degree centrality g < G forward

interest packets according to the default CCN forwarding mechanism.
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ALGORITHM 5: ReCIF + PIF Mechanism.
Data: (g,G, C, ci, pck.interest.)

1 begin

2 if g >= G then

3 if ci <= C then

4 Forward(pck.interest) ;

5 else

6 λ← Random();

7 if λ =< p then

8 Forward(pck.interest)

9 else

10 Discard(pck.interest);

11 end

12 ;

13 end

14 else

15 Forward(pck.interest)

16 end

17 end

4.4 Implementation Details

Table 4.1: New fields of the interest packet header.
Interest Packet Field Description
FRW_counter Incremented at each packet forwarding.

node_ID Receives the identifier of the last forwarding node,
modified at each hop.

With ReCIF and ReCIF+PIF, nodes need to know the number of hops traversed by

a packet. Nodes running our three mechanisms also need to be aware of their centrality

degree. For these purposes, we add two fields to the interest packet header shown in

Figure 4.4: node_ID and FRW_counter. Table 4.1 summarizes the fields added to interest

packet header. The FRW_counter field is calculated with each packet transmission. This

way, each time the packet is forwarded, the FRW_counter field is incremented by one.

The purpose of this field is to compute how many retransmissions a given packet has

passed through.

The node_ID receives the identifier of the last node that forwarded the packet of

interest. There are several proposals for neighbor discovery mechanisms in wireless net-

works [31, 68, 9]. For simplicity, we add a field to the interest packet header for this
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Figure 4.3: Default CCN interest packet.

purpose. Since the node only puts its identification when it is going to forward the in-

terest, the other nodes that are receiving the interest can count the different node_ID to

obtain an estimate of neighboring nodes. Despite the use of an identification field, this

field is not used for purposes of identification of the origin or destination nodes. Figure 4.4

explains how a node obtains its centrality threshold:

1. After the interest packet arrival, the node checks its neighbor list size.

2. If the variable that stores the list of neighbors neighbor.LIST is empty, the node

ID that transmitted the interest packet will be obtained from the arrived packet,

and later this ID will be added to the list of neighbors. Together with the node

identifier, the packet arrival time pckt.TIME is also stored. After that, the variable

indicating the neighbors list size neighbor.LIST.Size is increased.

3. If the list of neighbors is not empty. The forwarded node ID obtained from the

packet is used to compare with IDs stored on neighbor.LIST. If the ID is not found

in the neighbor list, then the ID is added to the list (Step 2). However, if the ID is

found on the list, then the packet arrival time is updated, pckt.TIME. The idea is to

keep the neighbors on the list for a given time at least. Thus, we define a timeout

for each entry. If the timeout expires, the tuple is removed from the list, and the

list size is recalculated. The timeout is used to remove from the list nodes that may

be off because of some failure or administrator change. The amount of time used to

set the expiration time might change to cover specific network flexibility. For our

work, that time was set to the time used in the simulation, since our nodes were

fixed and the environment was controlled regarding node failures.

4. The last step is to check if any tuple of the neighbor list has its packet time higher

than the expiration time. In that case, the tuple will be removed, and the neighbor

list size will be decremented.
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Figure 4.4: Neighborhood Calculation Flowchart.



Chapter 5

Simulation Environment and Results

We evaluate the proposed mechanisms through simulation by using the NDNsim mod-

ule [5] of the NS-3 simulator. NDNsim implements the default CCN architecture. We have

modified this module to add the support to wireless communications and our proposed

mechanisms. In the following sections, we present simulation parameters and describes

both protocols used in our evaluation: OLSR and LFBL. Then we present a comparison of

OLSR and CCN. This comparison analyses the performance of both protocols regarding

content delivery and content delivery delay. The other sections present comparing results

of our mechanism and default CCN on different scenarios.

5.1 Parameters

Figure 5.1: Geographical location of Portland network nodes.
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Simulation considers a real network topology, running in an urban scenario. We use

real traces from CRAWDAD [91] project that were acquired from a wireless mesh network

operating in Portland, Oregon, USA, depicted by Figure 5.1. This network covers an

outdoor scenario with urban buildings between some nodes, thus creating a set of routes

which differs from a grid routes. The network consists of 70 nodes, and some of them are

geographically separated by a river. The first reason for choosing that network is related

to the number of nodes, which provides a dense concentration of nodes on some parts while

in other parts of the network the concentration of nodes is barely sparse. That contrast of

group of nodes with different densities provides an opportunity to evaluate our mechanism

in a more realistic scenario. The producer nodes are fixed on the edge of the network,

while the consumer nodes are randomly distributed. To simulate this scenario, which

is urban and outdoor, the following parameters are defined. The network technology is

the IEEE 802.11a standard in ad-hoc mode with OFDM (Orthogonal Frequency-Division

Multiplexing) modulation and the transmission rate is 24 Mb/s. The propagation model

used is the Shadowing Deviation with 5 dBm of transmission power.

We also vary the transmission rate of interest packets. Consumers send from 10 to

50 interest packets per second. Interest packets carry the required content name. Every

content has a size of 1000 bytes and is encapsulated in one data packet. The cache

size is equal to 10000 kB in all nodes and the cache replacement policy is the Least

Recently Used (LRU). Depending on the scenario analyzed, content chunks are requested

sequentially or based on its popularity defined by a Zipf-like distribution with parameter

α = 0.7.

We have defined the following parameters for the proposed mechanisms. The cen-

trality threshold G is equal to 8. We define G = 8 based on preliminary experiments.

Both mechanisms, PIF and ReCIF+PIF, are evaluated for probability value: p = 0.2.

The reason for that value is based on previous simulation results were p = 0.2 provides

better performance. Finally, with ReCIF-hard, retransmissions threshold is C = 7 for the

reality-based topology. These values are defined according to preliminary tests that indi-

cate the average number of retransmissions needed to interest packets of a given consumer

to reach the producer. ReCIF-Soft uses alpha = 0.9 and P=10.

Our experiments compare the performance of the proposed mechanisms – PIF, Re-

CIF and ReCIF+PIF – with both the default CCN forwarding mechanism and LFBL.

We also conduct experiments to investigate the performance of CCN when compared

with the TCP/IP stack running the OLSR protocol on a WMN-based scenario. The
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content delivery rate, the average delivery delay, and the number of interest transmitted

by contents received are the metrics considered in the simulation. The rate of content

packets delivered is calculated using the number of requested contents delivered on each

consumer node. The content delivery delay is the time between the transmission of an

interest packet and the reception of the corresponding data packet by a consumer. For

each configuration described in Chapter 5, we perform 50 simulation runs of 100 s each.

Confidence intervals are calculated for 95% confidence level and are represented by verti-

cal bars in figures of the following sections. Results are split into interest request speed

and number of consumers nodes.

5.2 TCP/IP Stack with OLSR vs CCN

First, we compare the WMN based on the default CCN with a WMN based on the

TCP/IP stack running the OLSR protocol. The main objective of this experiment is to

investigate if CCN outperforms TCP/IP stack in mesh networks. The parameters of OLSR

are the following. The interval between HELLO messages is equal to 1.5 s. Link state

messages are sent on every 5 s. These messages are used by multipoint relays to calculate

the topology map. We assume a traffic with Constant Bit Rate (CBR) to simulate the

request and the delivery of contents in the TCP/IP+OLSR WMN. CBR packets have

a size equal to CCN data packets. The goal of this configuration is to approximate the

traffic behavior of the two networks because both networks operate in a very different way

regarding data forwarding. Therefore, the CBR traffic is transmitted at the same rate of

CCN consumers request contents.

Figure 5.2 shows the results for content delivery rate and average delay. We vary

the number of consumers, 2 and 30, and the rate that each consumer sends content

requests, 10 and 50 interests per second. The idea is to investigate the impact of the

number of consumers and the rate of content requests in the two WMN deployment

approaches. In Figure 6.1(a), vertical bars represent default CCN and TCP/IP+OLSR

network for 2 or 30 consumers. Bars are grouped based on the rate of interests sent

by consumers, 10 or 50 int/s. Results show default CCN delivers more content packets

than TCP/IP+OLSR for all analyzed configurations. Furthermore, the performance gap

between the two approaches increases as the number of consumers increases and the rate of

content requests also increases. For example, CCN delivers almost 100% of content packets

for two consumers sending 10/int/s. TCP/IP+OLSR delivers 80% in this configuration.

However, if the number of consumers increases to 30, CCN delivers almost 90% of content
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Figure 5.2: Default CCN vs. TCP/IP with OLSR: content delivery rate and average
delay.

packets and TCP/IP+OLSR only 35%.

We also observe that the delivery rate severely decreases if the content request rate

increases to 50 int/s. In this case, the network is saturated, and as a consequence, more

packets are lost by medium contention and inter-flow interference. Default CCN per-

formance is still higher than the one provided by TCP/IP+OLSR. This performance is

a consequence of proactive caching employed by default CCN. With proactive caching,

nodes store contents sent by other nodes in its transmission range even if there is no

PIT entry for the content. Thus, content availability increases. With CCN, consumers

retrieve contents from adjacent nodes and consequently interests, and data packets are

forwarded fewer times. Thus, the medium contention is reduced. On the other hand, with
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TCP/IP+OLSR, packets always traverse the source-destination path.

Figure 5.2(b) we observe for three of the four configurations that default CCN provides

higher average delay than TCP/IP+OLSR. In addition, the higher the network satura-

tion, the higher the average delay for both approaches. The reason for this behavior is

directly linked to the possibility that more distant nodes might receive contents that were

previously lost along the way using CCN caches. By computing the reception of these

contents that have traveled a farther way, the average delay is also increased. Besides,

the TCP/IP+OLSR packets were transmitted from the producers nodes to consumers

nodes. The idea was to simulate content delivery after a successful request. Therefore, we

compute only the content delivery delay for TCP/IP+OLSR without computing interest

packet arrival delay.

Thus, we can conclude that CCN delivers more content than TCP/IP+OLSR. How-

ever, this increase, on content delivery rate, has a drawback related to a comparatively

higher delivery delay. Network saturation is the key point to reduce the content delivery

rate and increase the content delivery delay. Therefore, we propose mechanisms to reduce

the number of interest packets transmitted and thus reduce the network saturation.

5.3 Our Mechanisms

We compare the performance of the proposed mechanisms PIF, ReCIF and ReCIF+PIF

with both the default CCN forwarding mechanism and LFBL. We consider three metrics

to evaluate the mechanisms: content delivery ratio, the average delay of delivered contents,

and overhead. The first one is given by the ratio between the number of contents delivered

and the number of interest packets sent. The delivery delay is measured for each content

and is the time between the transmission of the interest packet and the successful reception

of the requested content. Overhead stands for the number of interest packets forwarded

for successfully received contents. The following sections discuss the results.

5.3.1 The Impact of Content Request Rate

First, we compare our mechanisms with the standard CCN and LFBL in a scenario with

a high concentration of consumers with different content request rates. We consider 30

consumers requesting contents available in 2 producers, and we vary the content request

rate from 10 to 50 int/s.
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Figure 5.3 compare default CCN, LFBL and our mechanisms for different content re-

quest rates. Each consumer requests content sequentially. First, we conclude the proposed

mechanisms outperform default CCN and LFBL regarding the number of content packets

delivered, Figure 5.3(a). The proposed mechanism PIF with p = 0.2 (PIF02 for the sake

of brevity) presents the highest performance as the content request rate increases. With

PIF02, high-centrality nodes only forward 20% of interest packets received, as defined in

Chapter 4. That strategy produces less broadcast of interest packets that reduces the

competition for the wireless channel.

The medium competition also impacts the delivery delay Figure 5.3 (b). For all

mechanisms, delivery delay increases as the content request rate increases, as expected.

LFBL produces the longest delay compared to our mechanisms and the default CCN. The

reason for this higher delay is related to LFBL characteristic of using independent flows

for request and delivery of contents. This requirement of independent flows overloaded the

regions closest to producers where a greater amount of interest and content packets travel.

Thus, causing a higher delay in receiving content packets. The number of independent

flows also reduces the number of interest packets delivered. The overhead of interest

packets, Figure Figure 5.4, on the network center made nodes near to the destination to

be overloaded. This overload increased the packets hop count by forcing part of the flows

to use peripheral nodes to deliver content packets.

As the medium competition increases for higher content request rates the number of

hops to deliver a content decrease. That is explained by the fact that, on more saturated

scenario part of the interests packets from farthest consumers will not be able to arrive at

their destination nodes with the shortest paths. That inability to fulfill the shortest path

for some interest packets is mainly caused by the medium competition on the center of

the network and in the region near the producer nodes. Therefore some interest packets

from farther nodes reach their producers using more hops and with less probability.

The PIF02 mechanism delivers more contents than the other mechanisms. The reason

for this behavior is related to the fact that the PIF, with its restrictive forwarding strategy,

that more interest packets from far nodes could reach the producers. This delivery occurs

because there is less saturation along the path and consequently more far nodes can receive

more content packets.

We also change the way how consumers request contents. Now, consumers request

contents according to a Zipf-like distribution to evaluate the mechanisms in a scenario

where contents are retrieved from caches more often. Figures 5.5 and 5.6 show the results.
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Figure 5.3: Content packets delivered and average delivery delay for 30 consumers re-
questing sequential content at different rates.

Figure 5.5(a) shows that our mechanisms delivery more contents than default CCN and

LFBL. Less restrictive mechanisms, such as ReCIF and ReCIF+PIF with p = 0.2 (RE-

CIF02 for the sake of brevity), provide higher delivery rates. In addition, all mechanisms

deliver more contents in this configuration than in the previous one (Figure 5.3(a)). This

performance is a consequence of in-network caching, i.e., most popular contents are more

likely to be obtained from adjacent nodes. With the increase of the content request rate,

similar to the sequential request scenario, the nearest nodes of producers were more likely
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Figure 5.4: Overhead for 30 consumers requesting sequential content at different rates.

to receive contents.

Regarding LFBL, the delivery rate decreases as the content request rate increases.

In the more saturated scenario, with 50 interests per second, the difference from LFBL

to ReCIF, regarding content delivery, reaches 163.4% more contents using ReCIF. The

reason for this behavior, similar to the one occurring in the sequential scenario, lies in

the fact of multiple flows and consequently the LFBL’s low capacity to obtain popular

contents of the next nodes. The multiple flows and its impacts on overhead and average

delivery delays can also be observed in Figure 5.5 (b) and Figure 5.6.

5.3.2 The Impact of the Number of Consumers

After varying the content request rate, we conduct experiments to evaluate the impact of

the number of consumers on the network. The reason for that evaluation is to analyze the

proposed mechanisms performance with different network saturation levels caused only

by the increasing number of consumers. We set the content request rate at 50 int/s for

each consumer. The goal is to observe if the network experiences high saturation level

even for a low number of consumers.

First, consumers request contents sequentially, Figures 5.7 and 5.8. For two con-

sumers, Figure 5.7(a), our three mechanisms - PIF, ReCIF and ReCIF02 - provide the

best performance regarding content delivery rate. However, we observe that PIF02 deliv-
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Figure 5.5: Content packets delivered and average delivery delay for 30 consumers re-
questing popular content at different rates.

ers more contents with lower delay (Figure 5.7(b)) and with lower overhead (Figure 5.8).

Thus, for the scenario with two consumers, it is worth to note that the PIF02 mechanism

has the best overall performance.

As the number of consumers increases, the better performance of PIF02 becomes

more noticeable. This performance can be proven by analyzing beyond the delivery rate,

the average delay, and the overhead. This performance indicates that the restrictive
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Figure 5.6: Overhead for 30 consumers requesting popular content at different rate.

forwarding criterion of PIF02 tends to be comparatively more efficient as the number of

consumer increases in a scenario of sequential content requests.

The performance of the LFBL is degrading as more consumers are added to the

network. This degradation is a result of the number of flows per consumer. This multiple

flows per consumer are because after the request flooding phase the further request would

be directed to the producer ID. Thus, creating multiples flows between consumers and

producers. Hence, LFBL presents its worst performance in delivery rate and average delay

for 30 consumers.

We also vary the number of consumers considering these consumers are requesting

contents by popularity, Figures 5.9 and 5.10. This scenario presents similarities, with the

sequential scenario, regarding content delivery rate difference between default CCN and

our mechanisms. However, we observe that the ReCIF and ReCIF02 mechanisms provide

higher delivery rate as the number of consumer nodes increases. This fact, discussed

before, is related to the less restrictive criterion of these mechanisms and therefore enables

them to take advantage of in-network caching by retrieving the most popular contents

from their near neighbors.

For two consumers requesting contents by popularity, we observe LFBL presents a

similar performance to our mechanisms in relation to the content delivery rate. The reason

for this is because with two consumers there would be only two flows from consumer to
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Figure 5.7: Content packets delivered and average delivery delay for 2, 10, 20 and 30
consumers requesting sequential content at 50 interest/s.

producers. The average delay is close to our mechanisms, in most cases. However, as in

previous simulations, the increasing number of consumers degrades LFBL performance.

5.3.3 The Impact of Cache Size

We argue based on previous results the best performance of CCN against LFBL is due

to the more efficient use of in-network caching. To verify this hypothesis we conduct
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Figure 5.8: Overhead for 2, 10, 20 and 30 consumers requesting sequential content at 50
interest/s.

experiments considering a scenario with two consumers requesting contents sequentially

and we vary the cache size of consumers, Figures 5.11 and 5.12. The reason to consider

two consumers lies in the fact that for LFBL the greater the number of consumers the

greater the competition for different flows. Therefore, with two consumers, we try to min-

imize interflow interference. We also consider consumers requesting contents sequentially

because this configuration causes higher network saturation. With high saturation level,

we have more packets to be forwarded, and thus, the forwarding mechanisms are triggered

more often. Thus, we better observe the performance of these mechanisms.We vary the

cache size of nodes from 10,000 to 50 contents. The first value is considered in previous

simulations. To reduce that cache size, we observe the mean number of PIT entries during

previous experiments and thus set the cache size to 200 contents. The idea is to choose

a starting value for cache size limit, and thus decrease this size by half. The other cache

size values are 100 and 50 content.

Figures 5.11 and 5.12 show that LFBL outperforms the default CCN and our protocols

for minimal cache size and few consumers. We also observe that PIF02 mechanism reduces

its performance compared to other mechanisms as the cache size decreases. However, it

is worth mentioning that this extreme cache limitation was only induced to prove our

hypothesis. For example, in our configuration, each content has 1 KB and thus a cache

that stores 200 contents only requires 200 KB of memory space. This cache is not a hard
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Figure 5.9: Content packets delivered and average delivery delay for 2, 10, 20 and 30
consumers requesting popular content at 50 interest/s.

requirement for current network devices.

We conduct the same previous experiment, but now consumers request contents based

on its popularity. Figures 5.13 and 5.14 show the results. First, we observe the impact

of cache size reduction is smoother than in the previous experiments. In addition, PIF02

mechanism delivers more contents than the other mechanisms until the cache size reaches

100 contents because more contents are retrieved from caches of near nodes. If the cache
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Figure 5.10: Overhead for 2, 10, 20 and 30 consumers requesting popular content at 50
interest/s.

size is less than 100 contents, PIF02 starts to deliver fewer contents than all the other

mechanisms. The reason for that relies on the combination of PIF02 forwarding criterion

and fewer cache hits from near neighbors. Therefore, fewer neighbor nodes have popular

contents in its small cache size. Hence, that restriction promotes less average delivery

delay for PIF02 with a drawback of less content delivery.

LFBL performs better if the contents are requested sequentially than based on popu-

larity. The reason for that lies in the fact that the other mechanisms can take advantage

of popular contents stored in near nodes. Therefore, the strategy of limiting candidate

nodes to deliver content is not effective for popular content until cache size is reduced to

50 contents. For this cache size, CCN strategies using content cache are less effective than

LFBL.

Simulation results of our hypothesis lead us to conclude that when cache size becomes

a high limiting factor, LFBL will present an improvement on the content delivery rate

when compared to default CCN and our mechanisms. Therefore, regardless if consumers

nodes are sequentially requesting contents or based on popularity, the cache size matters

for our CCN mechanisms performance.

————————————————————————–
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Figure 5.11: Content packets delivered and average delivery delay for 2 consumers re-
questing sequential content with different cache sizes.

5.3.4 The Impact of the Number of Network Nodes

We conduct tests on Portland scenario with fewer network nodes. Therefore, we remove

nodes located on the right side of the river from this scenario. The idea is to check the

performance of our mechanisms in a less populated scenario. For this scenario, we use

eight consumers and two producers nodes. We also increase the number of interest request

from 10 to 50 interest per second. For this scenario, we conduct tests where the consumer
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Figure 5.12: Overhead for 2 consumers requesting sequential content with different cache
sizes.

requests content sequentially and with consumers requesting popular contents.

Concerning the number of content packets delivered, it is important to mention that

RECIF-Soft presents the best performance when compared to the other mechanisms Fig-

ure 5.15(a). This performance gain occurs because this mechanism reduces the number

of interest packets without being too restrictive as PIF02. Hence, RECIF-Soft achieves a

better adaptative retransmit threshold to restrict the number of interest packets broadcast

on the network. As the number of interest packet per second rises, RECIF-Soft deliv-

ers more content packets when compared to the other mechanisms. The gain regarding

content packet delivered is 17,7% higher than default CCN and 393% higher than LFBL.

Regarding average delivery delay,Figure 5.15(b), RECIF-Soft presents a high perfor-

mance than default CCN but when compared to the other mechanisms, for example,

PIF02, it delivers with higher delay. The reason for this lies in the fact that more re-

strictive mechanism as PIF02 request less interest packet because more interest is filtered.

Figure 5.16 presents this filter behavior where more restrictive mechanisms, i.e., PIF02

presents fewer interest/content packets.

For popular requests, RECIF-Soft also presents a higher performance when compared

the other mechanisms, Figure 5.17 and 5.18. The reason for this is the same as in sequen-

tial content request scenario. Therefore RECIF-Soft delivers more contents by using an
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Figure 5.13: Content packets delivered and average delivery delay for 2 consumers re-
questing popular content with different cache sizes.

adaptively content filter. This filter behavior can be seen in Figure 5.18, where RECIF-

Soft presents less overhead than default CCN but has a higher overhead then PIF02. It

was expected from other results analyses that PIF02 presents more interest restriction,

although in this less saturated scenario this restrictive approach is not ideal. The rea-

son for this is because on a less saturated scenario a higher restrictive approach reduces

the number of interest packet that reaches the producer nodes. Therefore this restrictive

approach reduces the content delivery.
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Figure 5.14: Overhead for 2 consumers requesting popular content with different cache
sizes.

Rising the number of interest ratio, RECIF-Soft comparatively delivers more contents

then default CCN. Thus, at the high ratio of 50 interest per second RECIF-Soft delivers

21,9% and 150,6% more contents than default CCN and LFBL respectively. RECIF-Soft

also presents performance gain regarding content delivery delay when compared to default

CCN and LFBL.

The – PIF, ReCIF, and ReCIF+PIF – mechanisms provide (a) higher content delivery

as the network saturation level increases, (ii) less broadcast of interest packets to retrieve

contents, (iii) lower average delivery delay. Nevertheless, some mechanisms are more

suitable for less saturated environments, such as ReCIF, and others like PIF02 performs

better in a saturated environment. The main reason for that behavior relies on the

restriction approach used by the mechanisms. As a result, more restrictive criteria tend

to be suitable for saturated networks. Conversely, for less saturated scenario RECIF-Soft

mechanism presents a higher performance because its restriction criterion adapts more to

the scenario. This flexible filter criterion, present on RECIF-Soft, provides higher content

delivery without the less overhead performance presented on PIF02. Thus, less restricted

and flexible criteria are suitable for less saturated networks.
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Figure 5.15: Content packets delivered and average delivery delay for 8 consumers re-
questing sequential content at different rates.
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Figure 5.16: Overhead for 8 consumers requesting sequential content at different rates.
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Figure 5.17: Content packets delivered and average delivery delay for 8 consumers re-
questing popular content at different rates.
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Figure 5.18: Overhead for 8 consumers requesting popular content at different rate.



Chapter 6

Conclusion

In this work, we present the challenges and issues concerning information-centric wireless

mesh networks. We mainly focus on the broadcast storm problem, which is caused by the

forwarding of interest packets. This problem starts with when each node broadcasts an

interest packet received for the first time. Thereafter, every neighbor will repeat the same

behavior leading into a broadcast storm of interest packets. The main reason for that

behavior lies on the fact that all nodes have only one network interface. Thus, control

strategies based on interfaces to reduce interest storm used in wired CCN are not able to

work properly on CCN-based WMNs.

Although there are works that use interest restriction strategies. Those strategies

present issues that may lead to a reduction in the overall network performance. This per-

formance problem arises when the strategy to reduce interest packets does not consider

multiple consumers and multiple producers for the same content. We conduct compara-

tive experiments with our mechanisms and LFBL. We conduct experiments changing the

content request rate and changing the number of consumers on the network to evaluate

our mechanisms in saturated scenarios. Thus, increasing the number of consumer nodes

for the same content allowed us to analyze the mechanism performance with multiple

clients requests.

6.1 Contributions

We propose a set of mechanisms that limit the forwarding of interest packets to reduce

the adverse effects of the broadcast storm in WMNs. The goal of the proposed mech-

anisms is to decrease the number of interest packets forwarded and thus decrease the

probability of collisions caused by these packets. The first proposed mechanism is called
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Probabilistic Interest Forwarding (PIF). With PIF, high-centrality nodes forward packets

with probability p. Therefore, PIF reduces interest packet propagation on central nodes

by reducing the number of packets that a central node may forwards. With the second

one, called Retransmission-Counter-based Interest Forwarding (ReCIF), nodes use the

number of hops traversed by an interest packet to forward or not this packet. ReCIF

also has two operation modes, hard and soft. Both are used to define the retransmission

threshold. This threshold is used to restrict the maximum number of forwarding hops

that a packet may travel towards a producer node. The third proposed mechanism com-

bines both criteria of PIF and ReCIF and is referred to as ReCIF + PIF. The idea is to

guarantee that interest packets forwarded fewer times have a priority to be forwarded by

a node and other interest packets are forwarded with probability p.

Our mechanisms are compared with the default CCN forwarding mechanism, Listen

First Broadcast Later (LFBL) protocol and also with a TCP/IP-based network running

the Optimized Link State Routing (OLSR) protocol. The evaluation results indicate that

our mechanisms reduce the amount of interest packet diffused on the network. These

mechanisms were implemented with a high level of interest packet restriction. Three of

our mechanisms are focused on conduct restriction on nodes with high centrality degree

and one mechanism variation was used to conduct interest restriction to all nodes. The

reason for applying higher restrictions on central nodes derives from the probability of

these nodes sending more interest packets, contributing more to broadcast storm. Results

show the wireless CCN outperform Wireless Mesh Networks based on TCP/IP+OLSR,

for the evaluated scenario, regarding content delivery rate and delay.

Results show that our proposed mechanisms are more efficient in scenarios with a

higher number of hops between source and destination. For these scenarios, our mecha-

nisms outperform default CCN mechanism by up to 21% regarding data delivery rate in

dense scenarios with a high number of hops between source and destination and provides

25% lower delivery delay than the default CCN. One of our mechanisms, PIF02, outper-

forms LFBL in 1062% regarding data delivery rate with 55% less delivery delay on high

saturation levels. On less saturated scenario, with a reduced part of Portland network,

RECIF-Soft presents better performance regarding content delivery. This performance oc-

curs because it adapts to the network less populated topology and filters interest packets

without a highly restrict criterion regarding interest forwarding. Therefore, our mecha-

nisms outperformance default CCN and LFBL in different levels of network saturation.

Our mechanisms preset this performance regarding content delivery and delivery delay

with less overhead on the network.
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6.2 Future Works

For future works, we intend to test our mechanisms in other scenarios, including scenarios

that present users mobility. The idea is to test our mechanisms on scenarios with pedes-

trian mobile users requesting and providing content using a WMNs. We will also conduct

tests on VANETs scenarios and compare our mechanisms with others VANETs protocols.

Also, we will test modifications on our mechanisms to use centrality degree and be-

tweenness. Furthermore, we will test the impact of filtering content packets and the

content allocation on the network.
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APPENDIX A -- OLSR and ETX

The next sections briefly describe Optimized Link State Routing protocol and the ETX

metric.

A.1 Optimized Link State Routing (OLSR)

The OLSR protocol [OLSR, 2008] has good performance in large and densely populated

wireless networks, mainly because it employs Multipoint Relays (MPRs). The use of

MPRs reduces the number of control messages throughout the network and therefore

saves bandwidth. Several productions currently employ OLSR [73, 20, 96, 75, 4]. OLSR

performance increases when there are multiple possible paths from source to destina-

tion. The performance achieved by OLSR is higher in networks where there is a greater

possibility of using alternative routes through information traffic.

To reduce control message overhead, each OLSR node selects, among its one-hop

neighbors, a subset of nodes to retransmit this control messages. Therefore, only nodes

in this subset, called MPR, forward control messages of a given node. Thus, nodes in

the MPR set must reach all two-hop neighbors to deliver messages to all nodes in the

network. With OLSR, a node starts selecting as MPR the node whose cover a greater

number of two-hop neighbors. The goal is to decrease the amount of control message

retransmissions. In addition, nodes belonging to a set of MPRs must have symmetric

links between the nodes whose selected them. This symmetric links will allow an efficient

packet forwarding.

Figure A.1 illustrates how node A defines its MPR set. There are a set of one-hop

neighbors that are in the same coverage area of node A. Those neighbors nodes are: B, C,

D, E, F. To reach two-hop neighbors, node A will have to use other nodes to forward the

messages. D and E are selected as MPRs because both are the ones that reach as many

two-hop neighbors as possible.
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Figure A.1: MPR Selection.

The MPR selection technique significantly reduces the number of retransmissions

needed to keep all network nodes up to date. OLSR uses MPRs nodes to filter the

amount of link state control messages distributed on the network. This reduction occurs

because the MPRs nodes declare their link state information to other nodes that use

the same MPR and if an additional topological information is needed, they will serve for

redundancy purposes. Because MPRs reduce the flood of control messages on the network,

it is possible to optimize the reactions to OLSR topological changes by decreasing the

OLSR refresh interval time without excessively compromising network bandwidth.

The information between nodes and MPRs is exchanged through probing packets,

also called hello packets. The hello packets are sent periodically between the nodes, and

when nodes have multiple interfaces, each interface is responsible for sending its own hello

packets. The set of MPRs is not fixed and can be changed as the information obtained

with the hello packet indicates link changes or an inoperative node. If the link layer

provides sufficient information in its transmissions, it can be used by OLSR to check the

state of the links. This check works by listening for exchanged messages among nodes,

thus reducing the number of hello messages sent.

If it is necessary to use broadcast for all nodes of the network without limiting the

use of the MPRs, OLSR has a message type that is sent to near nodes and will be

retransmitted to all its neighbors and so on until the entire network is quickly reached.

The control messages do not have to be delivered in an orderly manner to the routers

that receive them since each control message has a sequence number that is incremented

at each new message. Therefore, the node that receives a control message can identify

and use the messages that have the latest information.
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To create a topological information base, each node chosen as MPR sends network

topology control messages called Topology Control (TC). TC messages have to reach all

nodes of the network. Thus, MPRs broadcast the TC messages on the network providing

to each node a sufficient link state information to calculate its routes.

OLSR is designed to work in a fully distributed way and thus does not require the

use of central control entity in the network. Furthermore, it is not necessary that there is

reliability in the state of the links, the reason for this is because the protocol is constantly

checking their status through control messages. Consequently, it is possible to react to a

link that is having a high number of losses by looking for another link that satisfies the

needs of the traffic.

Due to the aforementioned OLSR characteristics, this protocol was chosen to make

the comparative tests with CCN. Despite the existence of many other routing protocols

for wireless mesh networks, OLSR was also chosen for its wide use in academia [44, 37, 3,

68, 60, 51, 41, 2]. Combined with this protocol we use the ETX metric, described below.

A.1.1 ETX Metric

Routing metrics play a key role in the performance of routing protocols. In many compar-

ative metric studies, it can be observed that changing the metric with the same protocol

can change performance considerably [26]. The metric used in the comparative tests

presented in this study is the Expected Transmission Count (ETX) [36]. The reason

for choosing this metric is also based on the high popularity among other metrics on

academics works.

ETX metric can be defined as the expected number of transmissions needed to deliver

a packet through a given link [36]. This metric calculates the weight of the paths through

the sum of all the ETXs of the links in a path [33]. Thus, the metric will choose paths

that decrease the total number of retransmissions at the link level.

The probability of transmission success is calculated using probing packets. These

packets are sent at regular intervals, which makes possible to create an estimate of the

number of packets received at a given time. Some routing protocols have control packets

sent at regular intervals. Therefore this packets can be used to calculate ETX [51].

Equation A.1 represents the probability of successful transmission between a node X

and a node Y. Once a time interval has been set, the transmission probability calculation

can be done with the number of received packets PR divided by the number of expected
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packets PE. A routing algorithm using the ETX metric will choose the paths that present

the lowest sums from ETX values belonging to the links that constitute the path.

Pxy = PR/PE (A.1)

ETX metric uses two variables to store the data related to probe results success,

Equation A.2, where DL (Direct Link) and RL (Reverse Link) messages.

ETX = 1/ (LD ∗ LR) (A.2)

It is important to note that the ETX metric calculates its LR by the number of

packets received in a time interval. Therefore, each node periodically sends probe messages

with route maintenance information. For example, considering an interval of 20 s and

transmitting one probe message every 2 s for each neighbor nodes. Thus, a 100% quality

link would have received ten packets in 20 s interval. LD calculation is done in the

same way, but its value is informed by the neighbors. This information is collected when

the neighbor nodes use the reverse information to their probe messages. Thus, each node

indicates in the probe messages the number of packets received from each of its neighbors.

Comparisons results between the ETX metrics and the hop count metric show that

ETX improves the network performance by choosing routes with less packet loss proba-

bility [87].However, the ETX metric may not accurately reflect the probability of these

losses. This behavior occurs mainly because the metric use probe messages packets to in-

fer the transmission probabilities and these packets have a reduced size compared to data

packets. Thus, ETX metric can make a less realistic estimate than if it was using packets

that are closest to the data packets to infer the probability of transmission. Besides, these

packets are sent at a basic transmission rate (physical rate), which may provide imprecise

estimates of network behavior about different transmission rates.

Figure A.2: Choosing the best nodes for MPRs.

Another problem found in the ETX metric is the possibility to settle routes that can
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degrade network performance[77]. This degradation can occur due to the number of packet

losses, exemplified in Figure A.2. The link between nodes x and y has an ETX value of

1 and the link between n and y also has an ETX value of 1. Thus, using the equation of

probability, Equation A.1, it is noticed that an ETX value equal to 1 means that the same

number of expected packets were received, i.e., the link has a 100% transmission success

probability. For the link between the nodes x and z, it is showed that ETX value is equal

to 2, which represents a transmission success probability of 50%, using Equation A.1. The

problem appears in the calculation of the ETX value between the nodes x and z because

there are two routes one direct and another through the y node. The two routes have the

same ETX value since the sum of the xy and yz will be 2. Therefore, ETX metric will

choose the route xz, because it has the same ETX value of the other route, xyz, but with

fewer hops. However, route xz has a higher loss rate and consequently will affect network

performance.


