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Resumo

A tarefa de Semantic Role Labeling (SRL) consiste em encontrar os papéis semânticos
dos termos em uma frase de maneira automática. Esta é uma tarefa essencial para a
criação de uma representação estruturada automática do significado de um fragmento de
texto. Um recurso linguístico conhecido na literatura para essa tarefa é o conjunto de
documentos manualmente anotados disponíveis no Projeto FrameNet. A FrameNet é um
banco de dados léxico legível por homens e máquinas, contendo um número considerá-
vel de sentenças anotadas que compõem a estrutura de frames. No entanto, enquanto
vários frames são fornecidos com sentenças anotadas, um grande grupo deles não possui
anotações úteis. Neste trabalho, apresentamos um método de aumento de dados para
os documentos da FrameNet. Esta técnica aumenta em mais de 13 % o número total
de anotações. Para tanto, nos apoiamos em aspectos lexicos, sintáticos e semânticos das
sentenças. Avaliamos o método de aumento proposto comparando o desempenho de um
método de semantic role labeling de última geração, com e sem aumento.

Palavras-chave: FrameNet, Frame Semantic Parsing, Semantic Role Labeling, Aumento
de Dados.



Abstract

Semantic Role Labeling (SRL) is the process of automatically finding the semantic roles
of terms in a sentence. It is an essential task towards creating a machine-meaningful
representation of textual information. One well-known supportive resource for this task is
the set of manually annotated documents available in the FrameNet Project. FrameNet
is a human and machine-readable lexical database containing a considerable number of
annotated sentences that compose the frames structure. However, while a number of
frames are provided with annotated sentences, a large group of them lacks useful anno-
tations. In this work, we present a data augmentation method for FrameNet documents
that increases by over 13% the total number of annotations. It relies on lexical, syntactic
and semantic aspects of the sentences. We evaluate the proposed augmentation method
by comparing the performance of a state-of-the-art semantic-role-labeling method, with
and without augmentation.

Keywords: Automatic Knowledge Base Construction, Frame Semantic Parsing, Frames,
FrameNet, SemEval’07 task 19, Semantic Role Labeling, Statistical Relational Artificial
Intelligence, StarAI, Semantic Parsing.
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Chapter 1

Introduction

A large portion of humankind knowledge is (still) stored in written form. For instance,
Wikipedia, the largest used and well-known free and collaborative encyclopedia, had over
five million articles and almost half hundred million pages about nearly any subject ever
considered by the time this dissertation was completed [50]. Nevertheless, much of this
information is unstructured. Unstructured information, in this scenario, means that they
are not represented in a data structure that favors algorithmic processing. Arguably, such
data structure should make possible to machines efficiently manipulate the semantics of
a sentence.

Not having an underlying data structure representing the meaning of the components
of the sentence and their relationships makes it more difficult to search, catalog and query
a text corpora, as mentioned in [5]. Any query more complicated than a keyword search
can benefit from a semantic representation of the textual information available nowadays.
For instance, semantic representation empowers reasoning systems to respond queries like
“How much time would a spaceship take to cross the Milkway, departing from Earth?”,
even if this information is not explicit in the text corpora. Considering that there is a
semantic representation of the facts (i) “Light would take at least a hundred thousand
years to cross the Milkway, departing from Earth”, (ii) “No object travels faster than
light” and (iii) “Spaceships are objects”; then, the system would be able to answer “The
spaceship would take at least a thousand hundred years.”

However, unstructured textual data would require a monumental effort to be anno-
tated by humans into semantic representations that are machine-friendly, see [47] a system
intended to mitigate some of this effort. This limitation creates the need for automated
extraction of information, making the text amenable for automatic querying of the un-
derlying meaning of the textual information. One of the most straightforward methods of
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semantic annotations of sentences is to annotate the semantic role of the entities present
in the text. In the sentence “Mary went to the store to buy an ice cream”, Mary is a
buyer, ice cream is a product, and store is a place, and all of those entities and their roles
are related to each other through the concept Buy. Such kind of annotation is called
Semantic Role Labeling.

Semantic Role Labeling, or SRL for short [1], is a task that relates to the emerging area
of Machine Reading [15], a sub-area within Natural Language Processing (NLP). Machine
Reading is concerned with creating machine friendly representation of the meaning of a
given piece of text, while NLP is concerned with the more general task of processing
any text document, it can be syntactical, semantic, pragmatic, etc. SRL is specifically
concerned with creating machine-friendly, yet nuanced, representations of text, and it
consists of mapping elements of a given sentence to predefined sets of semantic roles.

Semantic roles, in turn, are roles that can be attributed to sentences in a specific
semantic context. There are two main kinds of semantic role labeling: deep and shallow.
The deep labeling maps tokens of the sentence to somewhat complex semantic structures,
a step beside the scope of this dissertation. The shallow labeling, in turn, consists in
mapping the tokens to an abstract semantic role. For instance, figure 1.1 shows two
shallow roles, namely, Content and Paradigm, which provide meaning to two subsets of
tokens in the sentence.

Figure 1.1: An example of shallow semantic roles assigned to tokens in a sentence.

In this dissertation, we are concerned with shallow labeling, which is itself far from
a trivial computational task. There is a rich literature on automatic SRL parsers, e.g.,
[10, 41, 48, 51], the most recent ones relying on statistical methods, in specific, Machine
Learning methods, for training. Supervised statistical methods require a large and useful
set of labeled examples, in this case, annotated sentences, whereby “good” we mean a set
of sentences whose tokens are annotated with their expected deep roles. It is also essential
that those annotations cover a large number of all the existent (already specified) semantic
roles, that would be said to be a good coverage.

There is a number of sources of annotated sentences to support Machine Reading,
like PropBank [28], VerbNet [29], FrameNet [16], and so on. Each of them has been used
for specific tasks in Machine Reading. Linguistic resources like those are highly valuable
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to the NLP community since they not only provide labeled data for supervised statis-
tical methods, but also provide quantitative benchmarks for comparing models. Since
FrameNet is an important resource used for SRL,[31], any improvement in its coverage
and quantity of examples can directly impact many statistical models that rely on this
data.

FrameNet is a publicly-available linguistic resource, and it consists in a network of
concepts (so-called frames) such as Run, Motive and Location. Each frame is composed
of frame elements, which define semantic roles in the domains1. A technical challenge,
however, is that FrameNet’s set distribution of annotated sentences forms a long tail —
only a few frame elements have several examples, while most of them have only one or
none example at all —, making it difficult to tackle less popular frame elements. This
matter gets even more pressing when we target specific domains within FrameNet.

This dissertation main research question consists on whether a data augmentation
method that enlarges the set of annotations and its distribution in FrameNet, would
improve the performance of automatic Semantic Role Labelers or not. In this regard,
we carried out matching of frame elements over different frames — under either notion
of lexical, syntactic or semantic equivalence — so that sentences received new (inferred)
annotations. We took advantage of the inter-frame connections to enrich the information
available in the resource. In addition to our primary aim, we provided to the community
an alternative Python API for manipulation of the FrameNet components. The API also
allows the manipulation of the annotated documents.

The rest of this dissertation is organized as follows. The chapter 2 presents an overview
preparing towards our research problem. We start with a brief introduction to NLP and
how SRL fits in this area. Doing so, we describe the research materials used, the semantic
and syntactic analyzers that will enable us to parse natural language sentences and feed
our augmentation method. We also provide and a more in-depth view on FrameNet, the
linguistic resource that contains the corpora of annotated documents that can be used
for SRL. We also described the aspects of the frame relationships and structure that are
relevant to this dissertation.

Chapter 3 contains the description of our augmentation method, the main contribution
of this dissertation. After a short explanation of the importance of data augmentation for
SRL parsers, we provide an overview of the method and then dig into its details through

1There is the general task of labeling sentences (SRL) in the literature, while in the FrameNet’s jargon
it is usually called argument identification [12].
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a practical example. In chapter 4, we detail our experimental methodology for evaluating
our augmentation method. We explore different strategies and settings and discuss how
they impacted the overall performance of our method. We also provide a description of
the data used and their original coverage. There is a discussion, at the end of this chapter,
about the results observed.

In chapter 5 we situate this work within the literature through a discussion of related
work. In chapter 6 we conclude the paper, and point challenges and future work.



Chapter 2

Background

Natural Language Processing, or NLP for short, is the research area in Computer Sci-
ence concerned with creating a formal representation of textual information[8]. Those
representations can be lexical, syntactic, semantic, pragmatic or discourse-oriented. Each
one of those representations focuses on a different aspect of the underlying information
contained in a piece of text.

Lexical parsers are the most straightforward parsers. They usually are concerned with
two specific tasks, tokenization, and lemmatization. Tokenization is the task of splitting
a given sentence in its correct tokens, often words and punctuation. Lemmatization in
the other hand is the task of giving a word, find its lemma, i.e., the canonical form of the
word. For example, the lemma of the word “running” is “run”. For an example of the use
of such parsers, we refer the user to the book [8].

Syntactic parsers are concerned with the structure of the sentence and how each
token relates to each other. There are mainly two kinds of syntactic representations, the
dependency tree, and the constituency tree. The dependency tree of a sentence is built
from the major verb of the sentence and then linking each token that immediately relates
to this verb. This process is repeated until all tokens are connected in the tree. This
way, each node in this tree is a token. The constituency tree, on the other hand, sees the
sentence as being composed by other sub-sentences that are related to each other. This
way, the root node of a sentence constituency tree represents the sentence itself. Each
child node represents a sub-sentence. Continuing this process to each sub-sentences, one
would end up on the tokens of the original sentence. Thus, only the leaf nodes of this
kind of tree are tokens from the sentence.

Semantic analyzers aim at creating a structured representation of the underlying
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meaning of a given sentence, or a piece of text. They usually rely on syntactic parsers for
generating a preliminary representation from where the semantic representation is built
upon. A number of representations have been proposed in the literature and one common
goal for such representations seem to be shared by the community. This common goal
is that those representations should be syntactically robust. I.e., if two sentences state
the same semantic information and are just different ways of stating it, then they should
have the same semantic representation. In achieving so, a method usually needs to solve
the anaphora resolution problem. This problem consists of matching the pronouns that
appear in the text to the correct entities that are stated somewhere else in the text.

Another frequent problem faced by the literature is the passive voice occurrence. For
instance, the sentences “We observed the Moon” and “The moon was observed by us” carry
the same underlying fact, but might be represented in different ways, the first would be
“observe(we, moon)” and the second one “be_observed(moon, we)”.

Many different semantic representations have been proposed. Some of them consist
of the labeling of entities in the sentences and their relationships. Some of them use a
rather limited number of labels, usually thematic roles, while other uses a wide pool of
semantic roles extracted from a linguistic resource. This representation is going to be
further explored in section 2.3.

In the next sections of this chapter, we present the syntactic and semantic parsers
used in this dissertation; spaCy dependency tree and Boxer, respectively. We also provide
a description of the linguistic resource FrameNet since it provides a training dataset
and benchmark for SRL and describes the SRL task, the task chosen to evaluate our
augmentation method. We conclude by outlining Open-Sesame, the semantic-role-labeling
method that supports our evaluation method (section 2.4)

2.1 Sentence Analyzers: syntax and semantics

Boxer and spaCy are, respectively, the semantic and syntactic parsers used in this dis-
sertation and are described in the next sections (sections 2.1.1 and 2.1.2). They parse
the sentence into different representations that we convert into a common Logical Form
to translate them into an uniform representation. This logical form is a uniform way
of representing syntax and semantics and is used in all the steps of our augmentation
method.
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2.1.1 SpaCy Dependency Tree

As our syntactic analyzer, we use the dependency tree parser and part-of-speech tagging
system provided by the spaCy NLP library [46] (version 2.0.11).

Figure 2.1: Syntactic Analysis by spaCy

Part-of-speech tagging consists of labeling tokens in the sentence (not only words but
also punctuation) with their part-of-speech, such as verbs, nouns, and pronouns adjec-
tives. The dependency tree is a syntactic representation of the sentence that explicit the
relationships among the sentence tokens, it states the relations of ‘head’ tokens and tokens
that modify them. It starts from the main verb of the sentence as the root of the tree
and then traverses through the immediately related tokens that modify this verb.

Figure2.1 shows spaCy in action. The node labels (associated with the sentence
tokens, e.g., ‘VERB’) give the part-of-speech tags, and the edge labels (associated with
the tokens relationships, e.g., ‘conj’) are dependency tags.

2.1.2 Boxer

Boxer is an open-domain semantic analyzer [9], based on Combinatorial Categorical Gram-
mars (CCG)[4], and Discourse Representation Theory (DRT)[14]. It generates a neo-
Davidsonian representation of sentences.

2.1.2.1 Combinatorial Categorical Grammars

CCG is an efficient grammar formalism that is fast to parse. It is based on constituency-
structures, opposed to dependency structures like the one we use from spaCy, and it has a
straightforward relationship between syntax and semantics. This formalism is a fusion of
Combinatory Logics, a notation to avoid quantifier in mathematical logic, and Categorical
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Grammar, a family of formalisms motivated by the principle of compositionality of the
syntactic components of a sentence. This being said, in the CCG formalism, syntactic
elements are mapped to categories that associate them to functions and specifies the type
and directionality of their arguments and the type of the result of those functions.

CCG formalisms have the concept of combinators, and those combinators provide
a way to escape the problem of coordinating contiguous strings that do not embody
constituents but are still related. A detailed description of this formalism is found in
[4]. Each token in a sentence has a syntactic and semantic component derived from the
lexicon of the grammar. The syntactic component is a composition of PoS tags while the
semantics is usually an expression represented in lambda calculus that is used to compose
the meaning of the entire sentence.

The syntactic composition is achieved by the operators “\” and “/” that state if the
term can be composed with the terms in its right or left.

Figure 2.2a shows the sentence “CCG is fun” with the Part-of-Speech tagging of each
token and the semantics expression associated with this lexicon. After that, we see the
application of a backward reduction in Figure 2.2b. Figure 2.2b shows the application of
a forward reduction that finishes the parsing of the sentence.

CCG is fun
NP S\NP /ADJ ADJ

: CCG : �f.�x.f(x) : �x.fun(x)

(a) The sentence, the syntactic tags and the semantics

CCG is fun
NP S\NP /ADJ ADJ

: CCG : �f.�x.f(x) : �x.fun(x)
<

S\NP : �x.fun(x)

(b) Backward reduction of “is” and “fun”

CCG is fun
NP S\NP /ADJ ADJ

: CCG : �f.�x.f(x) : �x.fun(x)
<

S\NP : �x.fun(x)
>

S : fun(CCG)

(c) Forward reduction

Figure 2.2: Example of CCG parsing
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2.1.2.2 Discourse Representation Theory

DRT is a formalism introduced by [24]. It interprets each sentence in terms of its con-
tribution to an existing piece of already interpreted discourse. Thus each new element
updates the representation of the discourse [14].

This theory relies on representation structures called Discourse Representation Struc-
tures (DRSs), that are intended to capture the mental state of a reader as the discourse
unfolds throughout the text. A DRS consists of a set of discourse referents representing
entities which are in the discourse and a set of DRS conditions representing informa-
tion about the referents. If we take the sentence “A man walked down the street” as an
example, a DRS of this sentence would look like figure 2.3.

Figure 2.3: DRS of the sentence “A man walked down the street”

This representation can be seen as a variation of First-order predicate calculus. Nonethe-
less, one advantage of DRT is the treatment of anaphoric elements, as discussed in [25].
Anaphoric elements are distinct elements, usually pronouns, that map to the same se-
mantic entity. For instance, if we expand the sentence of figure 2.3 to “A man walked
down the street, and he saw a dog”, the anaphora resolution task would be to state that
“man” and “he” map to the same entity.

2.1.2.3 Neo-Davidsonian representations

Neo-Davidsonian representations are representation that define verb predicates, as events
and the thematic roles agent (or actor) and patient as the other terms modifying those
events, as described in [42]. The colored terms in the previous sentence indicate that the
next terms in this section with the same colors belong to the same-colored role.

This approach of considering that verb predicates stand for events and that the other
predicates are modifying these events is very robust. It relieves the representation writer
of creating verb arguments that encapsulate all the possible circumstances of the verb to
just adding new arguments as modifiers of the verb. The prefix neo- indicates that all
those modifiers are in the form of thematic roles.
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For instance, the sentence (i) “Humans colonized the moon” would be parsed to (ii)
“9A,B,C moon(A) ^ actor(C,B) ^ human(B) ^ theme(C,A) ^ colonize(C)”.

Consider the sentence (iii) “The moon was colonized by humans,” this sentence is
written in passive voice. Even though sentence (iii) is written in passive voice, it carries
the same meaning as the sentence (i). This linguistic phenomenon is a common obstacle
in language processing that is bypassed by neo-Davidsonian representations.

2.1.2.4 Boxer pipeline

The Boxer pipeline consists of parsing the sentence with a CCG, then representing it in
DRSs, and after that, the results are presented in a neo-Davidsonian framework [36].

Figure 2.4 shows boxer’s output after processing it into a Logical Form. Predicates
starting with ‘pernam’ (e.g., ‘v1arrest’) define the so-called thematic roles such as agent,
theme, action etc., and other semantic roles such as person name (pernam) and even
ad-hoc roles like beach. Every predicate (except for the person name one) is prefixed by
its syntactic role as well.

Alice and Bob were arrested
yesterday in the beach.

pernambob(b),
pernamalice(a),
r1Time(v,y),
n1yesterday(y),
r1Theme(v,s),
v1arrest(v),
r1subset_of(b,s),
r1subset_of(a,s),
n1beach(p),
r1in(v,p).

Figure 2.4: Semantic Analysis by Boxer

In this dissertation, we apply those sentence parsers on the FrameNet annotated
documents as part of our preprocessing step for the augmentation task. Each sentence is
then converted to a set of annotated logical forms.
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2.2 FrameNet

The definition of a frame, in Artificial Intelligence, is usually the one proposed by Min-
sky [33], a basic structure that underlies or supports a system, concept, or text. This
definition of frame relates to the Frame problem, introduced by [32], in the concern about
isolating domains of knowledge. The Frame problem emerges when we try to formalize
representations of events that cause a change to a complex world, as described in [32] and
[21].

This being said, we introduce a linguistic resource used throughout this dissertation,
FrameNet. FrameNet consists of a network of structured frames, also known as FrameNet
and a set of annotated documents; this resource is freely distributed by Berkley University.

2.2.1 FrameNet frames and frame elements

The FrameNet Project was started and primarily envisioned by Charles J. Fillmore in
1997 [16] with the purpose of providing a semantic representation resource that can be
used by human linguists and by machines.

In the FrameNet lingo, frames stand for concepts like Arrest, Coming to Believe

and Event. Those concepts can be seen as specific domains where entities take specific
semantic roles, for instance, some of the roles an entity can take in the frame Arrest are
Authority, Suspect and Place. Those semantic roles are called frame elements. Frames,
among other things, hold a set of core frame elements and a set of peripheral frame
elements. Each FrameNet frame has a description and a few examples. Those examples
consist of annotated sentences that show the usage of the given frame and some of its
frame elements in a real annotation; this directly maps to Minsky’s definition of a frame.

2.2.2 Annotations

Besides the network of structured frames, the FrameNet Project also comprises a corpus
of annotated documents, described as follow:

• The network of frames encompass a collection of frames where each frame element
occurring in a frame has its own definition, written in human-friendly form. Those
definitions usually carry an example sentence where the frame elements are anno-
tated as well as the frame itself. So we have both frame annotations, also called
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targets, and frame-element annotations. For simplicity, we are going to refer to
frame-element annotations just as annotations for the rest of this dissertation.

• The annotated documents provided by the FrameNet project form a set of English
written documents about a diverse range of subjects that were manually annotated
by experts following the lexicon and structure of FrameNet. Thus, each sentence of
each one of those documents was annotated in a three-step process; (i) if they had a
word that linked the sentence to any frame this word is marked as a “target” word.
(ii) if there are target words, those target words are related in the annotation to the
frames that they betoken. After that, (iii) every sentence that has target words is
then annotated with respect to the frame elements. Since every target word maps
to a frame, the annotators then only annotate the sentence using frame elements
from the frames pointed by a target in the sentence.

Figure 2.5: Lexical Augmentation

FrameNet is a widely used resource supporting a number of NLP tasks. However, as
a manually-built resource, it is error-prone and incomplete. As shown in Fig. 2.5, we have
observed that the frame coverage in FrameNet, that is, the number of frames that appear
in at least one annotated sentence divided by the total number of frames, is only 70%. of
the frames in the FrameNet do appear in the document annotations, as depicted in figure
2.5. More about FrameNet limitations and coverage is found in [35]. This paper describes
five kinds of coverage gaps found in FrameNet. Some of those gaps are the absence of
training data, i.e., labeled data similar to what was discussed above. The other kinds of
deficiencies described in this paper, and stated to be more concerning by the author, are
those of missing frames or target tokens (tokens from annotated sentences that relates
those sentences to frames).
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In this work, we intend to increase this coverage so that NLP tasks in general — and
SRL in particular — are leveraged, by making more frame annotations available. If we
can achieve some increase in frame annotations, even if it is not very large, it is bound
to provide a relevant contribution to the Machine Reading community. That is because
those annotated sentences feed in all Machine Reading pipelines that rely on FrameNet.
For a rigorous and comprehensive description of the FrameNet project, we refer the reader
to Fillmore et al. [16].

2.3 The Semantic Role Labeling (SRL) task

In this section, we revisit the Semantic Role Labeling (SRL) task, and how FrameNet
supports it as a linguistic resource. We also discuss some of FrameNet’s limitations from
the SRL point of view. In doing so, we prepare the reader towards our specific research
problem of augmenting FrameNet’s semi-structured data, a subject that is more detailed
in the next chapter, chapter 3.

The Semantic Role Labeling task in the NLP area consists of labeling the roles that
entities took in a given sentence. In our previous example, “Humans colonized the moon”,
‘humans’ would have the semantic role of ‘colonizer’, while ‘moon’ would be labeled as
‘colonized place’, depending on the underlying semantic role pool available. Other NLP
tasks will have their own kind of annotations, in the case of tasks that produce labels,
such as the part-of-speech tagging that classifies tokens into their part-of-speech class in
the sentence.

This task motivates our semi-structured data augmentation problem. Since the state-
of-the-art SRL parsers are statistical methods, and such methods rely on a good set of
annotated sentences as examples, it is expected that an improvement on the annotation
sets would lead improvement on the SRL parsers performance.

One possible source of SRL annotations is the FrameNet annotated document corpus.
It consists of a corpus of textual documents whose sentences were annotated by humans.
The general task of automatically generating frame-semantic annotations for an unseen
sentence using this corpus as training data is called Frame-Semantic Parsing, FSP. This
task has SRL as one of its three components, as follows.

Given a sentence, (i) target identification is the task of finding which token in the
sentence should be matched to a frame; (ii) frame identification is to take this token and
actually assign it to a specific frame; and (iii) argument identification is the semantic



2.4 Open-Sesame: A semantic-role-labeling parser 14

role labeling task itself. It consists of matching frame elements that are members of the
selected frames to the correct tokens in the sentence.

At the end of an FSP pipeline, the given sentence should have a set of target tokens
from the tokens of the sentence, a set of frames, where each frame is associated with a
target token, and finally a for each frame, it should have a set of frame elements associated
to sequences of tokens in the sentence. For each of such steps, current state-of-the-art
methods rely heavily on labeled data, i.e., manual annotations, both for training and for
reporting their results.

FrameNet’s set distribution of examples forms a long tail — a few frame elements
have several examples over their related frames, while most of them have only one or
none example at all —, making it difficult to tackle less popular frame elements. The
importance of being able to parse the less popular frame rises when we tackle specific
domains that make intense use of the concepts related to those frames and also to provide
a fine-grained representation of the meaning of sentences. It means, in our case, more
complete coverage of the semantic roles.

2.4 Open-Sesame: A semantic-role-labeling parser

Open-Sesame is a state-of-the-art method for frame-semantic parsing developed in [48].
This system is aimed at argument identification although it performs all the three Frame-
Semantic Parsing tasks.

The Open-Sesame system is based on the segmental recurrent neural network, Seg-
RNN, introduced in [30]. It was developed for handling the problem of segmenting sequen-
tial data — a generalization of the SRL problem, since the semantic roles are attributed
to entities and those entities are represented in the sentences as spans of text. This model
is useful in settings where the alignment between segments and labels is desired. To ad-
just the loss function to the argument identification task, [48] uses a softmax-margin cost
function to favor recall.

Using a Seg-RNN, one is interested in learning the segments of a given sequence and
also its labels, thus it leads to two possible learning tasks: (i) a fully supervised task
where both the labels and the spans are known and (ii) a partially supervised task where
only the labels are know

The architecture of the solution consists of a stack of bidirectional Long-Short Term
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Memory neural networks, biLSTMs — biLSTMs are introduced in [43], they are a kind
of Recurrent Neural Networks that can be understood as an attention mechanism for the
model. The first layer is responsible for embedding a representation of the given sentence.
At the end of the network, there is a final multilayer perceptron responsible for generating
a segment factor that also takes as input an embedding representation of the frame related
to the annotation.

The input of this network is a vector representing the sentence. Each token with
position q in the sentence will be represented by a vector vq = [dq, eq, oq, �q]. The vector
dq is a learned embedding of the word type; eq is a pre-trained embedding of the word
— the representation used was the GloVe embedding, introduced in [37]; oq is a learned
embedding of the Part-of-Speech tag and �q is the distance of the word to the beginning
of the target. It does not rely on syntactic representations during the testing phase; this
representation is used only during training. The training is done in a two-step approach,
where the intermediary syntactic representation is used as a proxy for the first step.
This way this system presents itself as a cheaper alternative — concerning computational
resources and human effort — to SRL parsers, while stays a competitive approach to a
more traditional pipeline.

Since there are much more spans of tokens that are not arguments (semantic roles)
this work uses a cost function that favors precision over recall. The cost function used ,
defined in [18], is the softmax margin.

Our current augmentation method seeks to improve the overall performance of SRL
parsers by providing to them more training data and, by doing so, mitigating this long
tail effect. It is worth noting that if one intends to eliminate this effect entirely it would
require a system that generates new sentences from scratch. This system should also be
able to annotate the sentences, so at least it would solve the SRL task.



Chapter 3

Augmentation of FrameNet examples

The major contribution of this dissertation is our augmentation method that expands
the argument labels (semantic role labels) available in the FrameNet project. We start
the chapter by giving an overview of this method, and then we explore it in more details
through a running example, then we present the method in more details.

3.1 The data augmentation problem

The FrameNet annotated documents set consists of annotated sentences, and those an-
notations comprise frame element annotations. On its turn, frame elements annotations
can be seen as semantic role annotations, since they describe the semantic roles of the
given entities in the sentence. This annotation structure was described in section 2.2.

The English FrameNet version 1.5 contains 1019 frames, and roughly 70% of them
are depicted in the document annotations. These documents are used to train automatic
Semantic Role Labeling (SRL) methods. There are also versions 1.6 and one 1.7 of the
FrameNet, but they are still less commonly used in the literature. In particular, statistical
methods thrive on a large pool of examples, and since each annotation is an example,
generating new annotations of good quality is likely to improve the performance of such
methods.

3.2 Our augmentation method

One way to add new annotations to less popular frames in the documents is to rely on
the relationship among frames to migrate the annotations from one frame to the other.
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The relationship among frames is explicitly stated in the FrameNet structure. Due to
the similarity of frame element usages in those annotated sentences, we can create frame
element annotations for a given frame by taking into consideration the annotations of
related frames, called neighbor frames.

Our augmentation method consists of: given an annotation where some token spans
are associated to frame elements of a specific frame, we replace the frame elements of
the original with the frame elements of the neighbor frame, thus creating a new anno-
tation taking advantage of the structural similarity of neighbor frames. This process is
depicted in figure 3.1. The orange portion of the diagram shows the information used
from FrameNet itself; we use it to point the neighbor frames and to extract the most
common structure of its frame elements in example sentences. The green elements are
the frame and frame elements extracted from the original sentence annotation. The blue
part shows where the information of the original sentence is used. The yellow elements of
the figure indicate what happens after we already have the intermediary representation
of the sentence and the examples of the frame elements from both frames.

Figure 3.1: Augmentation method overview

Consider the sentence “We’ve found ways for people to enter the workforce”. This
sentence is bound to the frame Intentionally create, i.e., this frame is the frame iden-
tified with this sentence. The annotation of this sentence concerning the structure of the
frame Intentionally create is depicted in the figure 3.2a. There are two frame elements
within this frame, namely, Creator and Created entity, which are mapped to the token
spans highlighted with red and blue in the figure, respectively. The capitalized token
span highlighted in black is the token span related to the frame.

From a general point of view, the data augmentation problem in this context is to
ask how we could create a new annotation of this sentence — the present one is given
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in terms of the frame Intentionally create — so that it could work as an annotated
sentence example in terms of another frame as well.

(a) Intentionally create annotation with respect to the frame Create physical artwork

(b) Relationship among Intentionally create and Create physical artwork frames

Figure 3.2: Frames Intentionally create and Create physical artwork

Now consider Create physical artwork, another frame which is related to Inten-

tionally create by the relation ‘is sub-frame of’, as shown in figure 3.2b. In this figure we
see that Create physical artwork and Intentionally create have a definition section
with a definition of their scopes in human-friendly terms. They also have a list of their
frame elements, with examples of occurrences in a sentence. We exploit such inter-frame
relations and then model the data augmentation problem accordingly. In our running
example, the problem is reduced to whether or not we could build a new annotation of
the sentence in terms of the structure of the frame Create physical artwork — that
is, not only the frame itself, by means of the target token, but also its frame elements,
namely, Creator and Representation. It is clear that “Ways for people with disability to en-
ter the workforce” is an instance of Intentionally create, as this augmented annotation
suggests.

3.2.1 Frame relations

The FrameNet inter-frame relations are the criteria we use to determine if two frames
are “neighbors” in the augmentation method. We divide those relations into two sets:
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(i) The set of strong relations, depicted in the table 3.1a, are the ones based in the
inheritance and part-of concepts, and their reciprocal. (ii) The set of weak relations are
the non-hierarchical relations. The set of strong relations seem to induce more reliable
augmentations than the set of weak relations.

The relations that compose the strong and weak sets are listed in table 3.1, those
relations are the ones that define a sense of hierarchy among frames, such as inheritance
and part-of relations. This way, when we say that the frame ‘Coming to believe’

inherits from ‘Event’, it means that ‘Coming to Believe’ is an ‘Event’ — ‘Coming

to Believe’ is the child frame and ‘Event’ is the parent frame defined in this relation.
So, when we say that a ‘Halt’ is a subframe of ‘Motion’ it means that the concept ‘halt’

is part of the concept of ‘motion’.

Relation Description
Inherits from is a frame of the same kind of the parent
Is Inherited by the children frames have have the same kind
Subframe of is a part of the parent frame
Has Subframe(s) is composed by those frames

(a) Strong relations

Relation Description
Perspective on less strict inheritance
Is Perspectivized in the children frames have a less strict inheritance
Uses might be composed by those frames
Is Used by might be part of the parent frame
Precedes usually happens before
Is Preceded by usually happens after
Is Inchoative of the children are the cause of the root
Is Causative of the root is the cause of the children
See also Informational relation

(b) Weak relations

Table 3.1: Inter-frame relationships

3.2.2 The notion of frame element equivalence

We model the frame elements equivalence concept regarding three different notions of
equivalence: lexical, semantic and syntactic. We say that two frame elements from frames
X and Y are lexically equivalent if they have the same name. The syntactic and seman-
tic relations are based on the logical form representation of the frame element example
annotations provided in the frame description. Those annotations are provided in the
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frame element descriptions from FrameNet and from the documents. Two frame elements
are said syntactically equivalent if there is at least one pair of annotations from X and
Y where these frame elements appear, and they have the same path of syntactic roles to
the target in a syntactic representation. The semantic similarity follows the same con-
cept of the syntactic equivalence, but, instead, we require a path of semantic roles in a
semantic representation. The general equivalence procedure is illustrated in algorithm 1.
Those three notions of equivalence further described in this section. The lexical notion is
based in the comparison of frame element names and is already described in algorithm 1,
the other two notions, syntactic, and semantic, illustrated in the algorithms 2, 3, and 3
respectively.

Let us recall the example depicted in figure 3.2b. In order to know if this annotation
can be transferred to another frame Create physical artwork, we first have to check if
all frame elements of Intentionally create in the annotated sentence are equivalent to
some frame element in Create physical artwork. Using the notion of lexical equivalence,
we consider Creator to be the same as Creator in Create physical artwork as they both
have the same name. Using the syntactic equivalence we need to check if Created entity

is equivalent to Representation. Each frame element is mapped to at most one frame of
the other frame, thus Created entity could not be checked against Creator for equivalence.

To that purpose, we take an example of Created entity from the Intentionally create

frame and one example of Representation from the Create physical artwork frame and
check if the syntactic path of the frame elements to the target of their frames is the
same, as exhibited in figure 3.3. The syntactic representation of one example sentence
of the frame element Created Entity from the frame Intentionally create is depicted in
figure 3.3a. From that, it is easy to point a structure that relates the frame element to
the target token, the relation ‘dobj’. The same substructure is repeated in the syntactic
representation of one example sentence of the frame element Representation, depicted in
figure 3.3b. Thus, through the syntactic notion, they are equivalent.

Since each frame element in the annotation of Intentionally create is equivalent to
some frame element in the annotation of Create physical artwork, we can copy this
example to Create physical artwork. If there were any other frame elements left that
have not an equivalent frame element in Create physical artwork using the lexical and
syntactic equivalence notions, the next step would be to check their semantic equivalence
the same way we did for the syntactic equivalence.

Those steps are detailed in algorithm 1. It is stated as a function eq_method that
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(a) Syntactic representation of example in Intentionally create

(b) Syntactic representation of example in Create physical artwork

Figure 3.3: Syntactic representation of an example in the frame element descriptions

has as input two frames (the original frame of the annotation and the candidate frame),
the list of frame elements from the original frame to be tested and the kind of equivalence
notion to be used (lexical, syntactic or semantic).
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Algorithm 1: Equivalence method
Data: Frames, frame1 and frame2;
List of frame elements in frame1 to be mapped to frame elements in frame2,
from_fes;
List of kind of equivalence tests: lexical, syntactic or semantic
Result: Set of key-value pairs, where the keys are frame elements from the frame1

and values the frame elements of frame2
1 Function eq_method(frame1, frame2, from_fes, modes) is

2 fe_mapping  ;;
3 not_mapped  get_fes(frame1);
4 neighbor_not_mapped  get_fes(frame2);
5 for fe in not_mapped do

6 for n_fe in neighbor_not_mapped do

7 n_graph = ;;
8 if mode in “lexical” then

9 if fe.name = n_fe.name then

10 fe_mapping  fe_mapping [ {(fe, n_fe.name)};
11 not_mapped  not_mapped \ {fe};
12 neighbor_not_mapped  neighbor_not_mapped \ {fe};

13 if mode in “syntactic” then

14 n_graph  get_dep_tree(neighbor_example) ;

15 if mode in “semantic” then

16 n_graph  get_boxer(neighbor_example) ;

17 if n_graph 6= ; then

18 n_paths  paths_target_to_fe(n_graph, n_fe.name);
19 if paths \ n_paths 6= ; then

20 fe_mapping  fe_mapping [ {(fe, n_fe.name)};
21 not_mapped  not_mapped \ {fe};
22 neighbor_not_mapped  neighbor_not_mapped \ {fe};

23 return fe_mapping;

To test the equivalence of two sentence representation graphs, we compare all the non-
cyclic paths between the target and the desired frame element on each graph, if there is at
least one similar path in both graphs we say that those frame elements are equivalent, the
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function for that is called paths_target_to_fe. The semantic representation is generated
using the method get_boxer that is described in algorithm 3 in the next section.

The first step in our method after parsing the sentences using the syntactic or seman-
tic parsers is to convert this representation into a logical form suitable for our subsequent
processing and equivalence metrics. This logical form consists of first-order logic with-
out any negation or quantifier, the quantifiers are removed through a grounding of the
variables if needed. The variable grounding consists of replacing the free variables in the
expression by constants.

From the syntactic parser we take the dependency tree and PoS tagging of the sen-
tence. The output of the dependency tree is almost ready as our logical form. We use
the top-level procedure described in algorithm 2 to generate the logical form. First, we
rewrite every dependency relation r of two tokens v and w as terms r(vi, wi), where
vi, wi are unique constants respectively assigned to v and w. We also rewrite every PoS
tag t of a given token x as t(xi, x) terms, where xi is a unique constant assigned to x.
Then we concatenate all those terms using ‘and’ operators. Finally, we add the predicate
sentence_root(ri) for the unique constant assigned to the root token of the sentence.

Algorithm 2: Syntactic representation of the sentence
Data: Function that generates a dependency tree of a given sentence,

get_dep_tree;
Function that generates the PoS tags of the tokens of a given sentence, get_PoS;
Annotated sentence to be turned to a LF, sent
Result: Graph of the syntactic representation of sent

1 Function get_dep_tree(sent) is

2 sentence_dep_tree  get_dep_tree(sent);
3 sentence_pos_tag  get_PoS(sent);
4 lf  list();
5 for r(v, w) in sentence_dep_tree do

6 vi  get_id(v);
7 wi  get_id(w);
8 lf.append( r(vi, wi) );
9 for t(x) in sentence_pos_tag do

10 lf.append( t(xi, x) );
11 v  sentence_dep_tree.root;
12 vi  get_id(v);
13 lf.append( sentence_root(vi) );
14 sent_graph  predicates_to_graph(lf);
15 return sent_graph;

If we take our example from the previous chapter, “Humans colonized the moon”, its
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dependency tree is depicted in the figure 3.4a and its logical form in the figure 3.4b.

(a) Dependency tree and PoS tagging of the sentence

det(const2, ‘the’) ^ det(const2, const3) ^
noun(const0, ‘humans’) ^ nsubj(const0, const1) ^

noun(const3, ‘moon’) ^ dobj(const3, const1) ^
verb(const1,‘colonized’) ^ sentence_root(const1)

(b) Logical form obtained from the syntactic representation of the sentence

Figure 3.4: Logical form obtained and the syntactic representation of the sentence “Hu-
mans colonized the moon”

Although boxer’s output is already provided in first-order logic [9], we still need to do
variable grounding, followed by skolemization [2]. We also remove any negated terms and
unbound variables left in order to have a simple graph structure. Every first-order formula
may be converted into Skolem normal form while not changing its satisfiability through
the skolemization process, this method consists of a successive application of equivalence
rules to remove the existential quantifiers. Once we only have universal quantifiers, we
are ready to ground the terms.

Algorithm 3: Semantic representation of the sentence
Data: Function that converts a sentence to FOL, sentence_to_fol;
Annotated sentence to be turned to a LF, sent
Result: Graph of the semantic representation of sent

1 Function get_boxer(sent) is

2 sentence_fol  sentence_to_fol(sent);
3 skolem_fol  skolemization(sentence_fol);
4 grounded_fol  variable_grounding(skolem_fol);
5 lf  negation_removal(grounded_fol);
6 sent_graph  predicates_to_graph(lf);
7 return sent_graph;
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3.2.3 Formalization

In order to make a general statement about our augmentation method, let us say Create

physical artwork and Intentionally create are two frames X and Y linked by a given
relation. As stated in section 2.2, there are two kinds of annotations in an annotated
sentence, namely: target annotations and frame element annotations — the second kind
we call annotation. Consider an annotated sentence x with annotations of frame elements
in X. Given that X is related to Y through one of the possible inter-frame relations
(e.g., ‘is sub-frame of’), we want to find what annotations we could extend to Y . That
is, we want to know if there can be a new annotation of the sentence regarding the frame
elements belonging to Y . So, we say that x is transferable from X to Y if all the frame
element annotations in x are transferable to Y . We use this hard requirement that all
frame elements are transferable assuming that using a soft constraint would result in new
annotations that are less likely to be used interchangeably in the two frames.

An annotation is transferable from X to Y if each one of frame elements in X is
equivalent to one frame element in Y ; we use three equivalence notions, lexical, syntactic,
and semantic. This transferability assured, we can rewrite the sentence annotation using
frame elements of Y , and we can add a new annotation to the sentence. Algorithm 4
brings the top-level procedure we follow to augment a given annotation.

Algorithm 4: The top-level augmentation algorithm
Data: List of annotated sentences, anno_sentences;
FrameNet instance, fnet;
Function that realize the equivalence method used, eq_mode
// eq_mode can be: lexical, syntactic or semantic
Result: List with the new annotations

1 Function augment_annotation(anno_sentences, fnet, eq_mode) is

2 new_annotations  ;;
3 for anno_sent in anno_sentences do

4 for frame in anno_sent do

5 fes  get_fes(anno_sent, frame);
6 for neighbor in get_neighbors(frame, fnet) do

7 fe_mapping  eq_method(frame, neighbor, fes, eq_mode);
8 if (fe_mapping 6= ;) ^ (#fe_mapping = #f_es) then

9 new_annotation  copy(anno_sent);
10 change_frame(new_annotation, frame, neighbor);
11 apply(fe_mapping, new_annotation, neighbor);
12 new_annotations  new_annotations [ {new_annotation} ;

13 return new_annotations;
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Algorithm 4 depicts the function that takes a list of annotated sentences and augments
them using the criteria described above. In this algorithm, an annotated sentence is
an object that has the sentence and every annotation on this sentence indexed by the
corresponding frame. In the algorithm, the operator “#” means the number of elements
in the collection (e.g., number of items in a list, or the number of elements in a set).
The function get_fes(annotated_sentence, frame) returns the set of frame element
annotations in the annotated_sentence that correspond to the given frame. The function
get_neighbors(frame, framenet, relations) returns the set of the frames that are related
to frame through any relation listed in relations. The function eq_method(frame1,
frame2, fes, eq_mode) returns the mapping of the frame elements from frame1 listed
in fes to frame elements of frame2 using the eq_mode equivalence notion (eq_mode

can be “lexical”, syntactic, and “semantic”). This functions goes through every frame
element in fes comparing them to all the frame elements in frame2 that have not yet
been matched as described in section 3.2.2. This method embodies the frame element
comparisons that are used to decide if an annotation can be augmented or not.

In the next chapter, we describe the experiments that we carried out to evaluate the
different strategies discussed above. We also show how the different relations and relation
sets impacted the overall performance of the augmentation method; this performance is
measured through the variation on the performance of the underlying SRL parser. In
addition, we provide a description of the data used and their original coverage. These
steps lead us to a discussion about the results observed, and they set the foundation for
future work on chapter 6.



Chapter 4

Experiments

The purpose of the augmentation method we propose in this work is to increase the num-
ber of available examples and expand the coverage over less popular frames on annotated
documents. This augmentation is particularly useful once we consider the difficulty in
manually expanding the FrameNet example set and also the difficulty of, also manually,
adding new documents. In the next sections we describe the methodology of the experi-
ments performed in this dissertation, the data set we used, the results observed and some
remarks about those results.

4.1 The data set used

Our dataset consists of annotated sentences from the collection of annotated documents
made available in FrameNet release 1.5. This collection consists of 78 documents an-
notated by FrameNet’s staff. Those documents hold together almost 6000 annotated
sentences. In those annotated sentences is a total of almost 2400 frame annotations and
more than 48000 frame element annotations related to those frame annotations. The
prefix, that is, the part of the document name before ‘__’ refers to the source of the
document and the suffix is the document name. In total, there are more than 130000 sen-
tences in the FrameNet project with some kind of annotation. More on the construction
of this dataset and FrameNet, in general, is found in [17].

We divide those documents into three sets: train, validation, and test sets, as done
with Open-Sesame in [48], and other work in the literature, such as [13]. We make it
explicit in table 4.1, where the training set consists of all the documents that are not in the
validation or test sets. That allows one to compare the results achieved here with related
work relatively easily. We perform three strategies of augmentations namely, lexical,
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syntactic and semantic. Section 3.2.2 holds a detailed description of those strategies. The
gain on the overall number of annotations from each one of those strategies is depicted in
figures 4.2b, 4.2c, and 4.2d respectively.

Document name

Test

ANC__110CYL067
ANC__110CYL069
ANC__112C-L013
ANC__IntroHongKong
ANC__StephanopoulosCrimes
ANC__WhereToHongKong
KBEval__atm
KBEval__Brandeis
KBEval__cycorp
KBEval__parc
KBEval__Stanford
KBEval__utd-icsi
LUCorpus-v0.3__20000410_nyt-NEW
LUCorpus-v0.3__AFGP-2002-602187-Trans
LUCorpus-v0.3__enron-thread-159550
LUCorpus-v0.3__IZ-060316-01-Trans-1
LUCorpus-v0.3__SNO-525
LUCorpus-v0.3__sw2025-ms98-a-trans.ascii-1-NEW
Miscellaneous__Hound-Ch14
Miscellaneous__SadatAssassination
NTI__NorthKorea_Introduction
NTI__Syria_NuclearOverview
PropBank__AetnaLifeAndCasualty

Validation

ANC__110CYL072
KBEval__MIT
LUCorpus-v0.3__20000415_apw_eng-NEW
LUCorpus-v0.3__ENRON-pearson-email-25jul02
Miscellaneous__Hijack
NTI__NorthKorea_NuclearOverview
NTI__WMDNews_062606
PropBank__TicketSplitting

Train Remaining files

Table 4.1: Annotated documents split used in the experiments

One phenomenon perceived in the annotated documents that we aimed to mitigate in
this work, is the long tail effect noticed when comparing the counting of annotations for
each frame present in the documents, such effect is depicted in figure 4.1.
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Figure 4.1: Examples per frames in the annotated documents, with no augmentation

4.2 Experimental methodology

In order to evaluate the augmentation strategies discussed in chapter 3 and to assess what
kind of situations they work or not to improve an SRL parser, we run separated exper-
iments for each one of the four different strategies of augmentations: lexical, syntactic,
semantic and syntactic-semantic. The experiments consist of executing Open-Sesame [48],
a state-of-the-art SRL parser, on each data set generated and then we compare the perfor-
mance of it with the original data. We used each combination of augmentation strategy
and relation set described earlier to generate different training and validation sets. This
process encompasses the training of multiple Open-Sesame models that were tested and
compared on the same test set.

The metrics of choice are precision, recall, and f1-score, for they are the most used in
the literature for the SRL task and because they are well suited for a task where we want
to focus on the positive cases. As done in previous works in the literature[3, 11, 12, 51],
we take the micro-average of those sentences, i.e. we aggregate the metrics ignoring
the division of sentences and documents found in the data. It means that, for every
annotation, any time the parser predicts a frame element label and it is correct (i.e.,
the sentence token related to the annotation and the frame element are the same as the
ones pointed in the gold standard1) we count it as a true positive; every time the parser
predicts a wrong annotation; it is counted as false positive; and when the parser fails to
predict an annotation that exists in the gold standard, it is counted as a false negative.
Then we calculate the metrics over those total counts.

Each one of the multiple training instances is carried out until the same termination
1We call gold standard the set of manual annotations available in the dataset. They are used only for

evaluating the method.
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criterion is reached, for conformity and ease of comparison, the criterion is the same used
in the Open-Sesame paper, we also used the default parameters reported in that paper [48].
This criterion is met when there where no updates in the best loss score reported after
28 validation epochs, although we noticed that convergence were reached much earlier.
Convergence time was similar across each augmented data set and the original dataset,
that dataset is further described in the next section, section 4.1.

We used the same GloVe embedding, [37] and optimized the model using ADAM, [27],
with learning rate of 0.0005, the moving average parameter of 0.01, the moving average
variance was set to 0.9999, and the ✏ parameter (to prevent numerical instability) was set
to 10�8; no learning rate decay is used, as done in the original Open-Sesame paper.

4.3 Results

The impact of the augmentation method on the performance of the SRL parser is expressed
in table 4.2. Values in bold are indicate improvement over the dataset without any
augmentation, the values with an asterisk mark are the best values reported. We report
precision, recall and f1-score metrics micro-averaged.This being said, our experimentation
shows a moderate improvement on Open-Sesame’s performance when trained on datasets
that undertook the augmentation strategies developed here.

We see a growth of over roughly 13% of the original frame coverage using only the
different kinds of augmentations. However, this augmentation method is not targeted to
be used in the frame identification task since it introduces fake targets. Paramount any
dataset augmentation process is the quality of the new data generated and how useful
this data is to the methods that consume it. As discussed in the previous section, to
evaluate the quality of the augmentation method, we investigate if there is an increase in
performance of a model trained in augmented data over a model trained on the original
data.

Besides testing different augmentation strategies, we group the relations used in this
augmentations into Strong, Weak and All relations, as described in section 3.2.1. We also
investigate the effect of each relation by itself. We see that figure 4.3 the syntactic augmen-
tation using the strong relationships achieved best f1-score, but the same augmentation
using only the precedence relation achieved the best precision.

We expected that the semantic would lead to better results over the lexical and syn-
tactic strategies due to the robustness and refinement of the information provided by the
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Precision Recall F1Score

Lexical

ALL 0.5915 0.5724 0.5818

STRONG 0.5839 0.5681 0.5759
inheritance 0.5874 0.5591 0.5729
subframe 0.5918 0.5486 0.5694

WEAK 0.5884 0.5540 0.5707
precedence 0.5704 0.5497 0.5599
causative 0.5744 0.5756* 0.5750
use 0.5683 0.5305 0.5487
perspective 0.5923 0.5523 0.5716

Syntactic

ALL 0.5787 0.5632 0.5709
STRONG 0.6028 0.5631 0.5823*

subframe 0.5907 0.5677 0.5789

inheritance 0.5737 0.5335 0.5529
WEAK 0.5754 0.5488 0.5618

precedence 0.6037* 0.5537 0.5776

causative 0.5901 0.5465 0.5675
use 0.5911 0.5611 0.5757
perspective 0.5889 0.5672 0.5779

Semantic

ALL 0.5616 0.5207 0.5404
STRONG 0.5729 0.5064 0.5376

subframe 0.5703 0.5220 0.5451
inheritance 0.5732 0.5334 0.5526

WEAK 0.5665 0.5064 0.5347
precedence 0.5430 0.4997 0.5205
causative 0.5636 0.5295 0.5460
use 0.5805 0.5062 0.5408
perspective 0.5899 0.5296 0.5581

No augmentation 0.5824 0.5567 0.5692

Table 4.2: Performance of Sesame with the different augmentations

semantic parser. Nonetheless, we came to the conclusion that the semantic strategy was
overcome by the lexical and syntactical ones.

Curiously enough, we perceived a non-additive effect of those relations, i.e., the com-
bination of more than one relation can have worse results than the relations alone. It is
clear when we compare the results of the Weak set of relations with the results obtained
by each one of the relations in it, when considering the semantic and syntactic strategies.
This is the case for the relation ‘precedence’. That relation entails better results than
the entire set of Weak relations, that contains this particular relation, when using the
syntactic strategy.

We theorize that this effect happens due to over-training caused by repeated or too
similar annotations generated by the overlapping of the relations. The rationale behind
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(a) No augmentation (b) Semantic augmentation

(c) Lexical Augmentation (d) Syntactic augmentation

Figure 4.2: Augmentation frame coverage

Figure 4.3: Comparison of Sesame F1 Score

that phenomena is that some relationships will culminate in similar new annotations, thus
leading the model to over-train. For instance, many annotations have only an Agent in
it, and usually the target token is a verb with the tokens marked as Agent its subject.
And some frame transferences by using the frame relations are not very meaningful. For
instance, take the example used in chapter 3, “We’ve found ways for people to enter the
workforce”. It is an example of a good and meaningful transference, but the same syntactic
method we used to generate this example also transfers wrongly this sentence annotation
to Create Physical Artwork.

Further analysis is needed for a better understanding of why the semantic strategies
did not perform well on this evaluation, but manual inspection suggests that it is due to
the inaccuracy of the semantic parser tested. The semantic parser failed to parse many
complex sentences and gave many imprecise parsing results for the sentences it was able
to parse. Sentences that are more than 110 characters long constitutes 43.6% of all the
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(a) Intentionally create annotation with respect to the frame Create physical artwork

(b) Example of a new annotation transfered to Achieved First frame elements

Figure 4.4: Annotation transference example between Intentionally Create and
Achieved First

sentences in the document corpus, and for the majority of those sentences, the semantic
parser failed to give a reasonable parsing or did not return a parsing at all.

The sentence “Far more progressive than the Archaics, the Anasazi utilized such formal
agricultural techniques as irrigation to assist their harvest.”, figure 4.5a, extracted from
the document ‘ANC__HistoryOfLasVegas’ is an example improper semantic parsing.

(a) Sentence from ‘ANC__HistoryOfLasVegas’, that is not correctly parsed by the semantic
parser, with it’s original annotation

noun(c0,‘harvest’) ^ relation(c0,c1,‘of’) ^ noun(c1,‘thing’) ^
place(c2) ^ noun(c2,‘anasazi’) ^ place(c3) ^
noun(c3,‘anasazi’) ^ place(c4) ^ noun(c4,‘archaics’) ^
relation(c6,c12,‘while’) ^ topic(c6,c5) ^ theme(c14,c0) ^
actor(c14,c3) ^ verb(c14,‘assist’) ^ theme(c6,c10) ^
actor(c6,c2) ^ verb(c6,‘utilize’) ^ relation(c10,‘such’) ^
relation(c10,c7,‘as’) ^ noun(c7,‘irrigation’) ^ noun(c10,‘technique’) ^
adjective(c8,‘agricultural’) ^ theme(c8,c10) ^ adjective(c9,‘formal’) ^
theme(c9,c10) ^ relation(c12,‘far’) ^ relation(c12,c4,‘than’) ^
adjective(c11,‘more’) ^ relation(c12,c11,‘manner’) ^ theme(c12,c13) ^
adjective(c12,‘progressive’) ^ noun(c13,‘thing’).

(b) Boxer parsing after turning this sentence into logical form, with one parsing mistake high-
lighted using bold type

Figure 4.5: Example of semantic parsing mistake that induces an incorrect annotation

Two major problems with this parsing involve the entity ‘Anasazy’: (i) it is duplicated
because a failure to handle the anaphora present in the text, and (ii) this entity is labeled
as an Agent, but it receives a ‘place’ predicate which when considering the frame elements
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of frames related to ‘Using’, might be used to mistakenly classify it as the frame element
Place, as depicted in figure 4.5b. None of those problems were caused by the logical form
conversion, but were observed in Boxer’s raw output as well.

Besides that, one can also argue that the logical form method construction used
incurs in information loss that might further undermine the semantic parsing results, see
section 3.2.2.

In conclusion, we achieve a moderate improvement of the performance on the SRL task
by employing this augmentation, that is we not only increased the number of annotations
to the most popular frames but were able to add annotations to the less popular ones.
The long tail problem, i.e., the fact that many frames in the annotated documents are
present in fewer annotations — in opposition to a minority of frames that occur in many
annotations —, still is a challenge to be overcome. This problem of augmenting FrameNet
without any other linguistic resource, however, does not seem to be suited to be solved by
an automatic augmentation strategy, at least for now. But yet, it seems to need a careful
selection of more documents to be annotated. Those new documents should be selected
in such a way that they are more likely to cover the less popular frames. Nonetheless, our
augmentation is able to add meaningful sentence annotations to the overall set of frames
improving this coverage.



Chapter 5

Literature Review

In this chapter, we discuss the existing literature more related to our work. We considered
the three main areas that we have built our contribution upon on, namely: Sentence
Representation, Semantic Role Labeling, and Linguistic resources augmentation.

5.1 Logical form and sentence representation

Textual data is found in unstructured ways, as mentioned throughout this dissertation,
and we want to make it as structured as possible, so it is machine processable. By machine
processable, we mean that automatic methods would be able to query for the information
contained in the text, combine it with information from other sources and query this
knowledge. Logical forms can be used to express both the syntactic and semantic aspects
of the sentences of a textual document, and much work have been done on building such
logical forms. It is a usual step to parse a sentence into a syntactic representation and
use this intermediary representation to generate a semantic representation of the meaning
covered in the sentence.

In particular, [38] devises a system based on the lambda calculus for deriving neo-
Davidsonian, see section 2.1.2 logical forms from dependency trees (a kind of syntactic
representation, as explained in section 2.1.1). They evaluate the quality of such logical
forms derived from the dependency trees of the sentences by feeding those logical forms
to a semantic parser. This semantic parser consists of a graph matching algorithm that
matches the structure of the logical form to Freebase, a collaboratively created tuple-based
knowledge base that later on was used to power the Google’s Knowledge Graph initiative,
[45]. It generates a robust representation of the sentences and can be compared with our
current approach in future work. Using this approach as our semantic parser would be a
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promising comparison since one of their claims is that this representation outperforms a
CCG-based representation which composes the Boxer method, used in our work.

Similarly to our work on generating a logical form is the work found in [38]. They
create a new neo-Davidsonian representation of sentences that might improve our current
method. There is also the work done in [6] combines logical and distributional representa-
tions. It uses similarity metrics to create weighted rules using Markov Logic Networks [39];
they show that besides estimating similarity between sentences, this method can also rec-
ognize textual entailment. Such textual entailment could be used as another feature for
our augmentation purposes.

In the same way, we rely on Boxer to obtain a logic-based parsed output. Previous
work has already started from this tool to extract and represent meaning in a structured,
machine-processable format from text documents. In particular, [6, 7] combined the
parsed logical representation with distributional semantics and Markov Logic Networks.
The distributional semantics is used to construct a unified knowledge base from different
sources, while MLN is used to perform inference. The neo-Davidsonian representation and
MLN are also employed to solve the Science and Math challenge, an NLP competition
that aims to produce systems that can answer fifth-grade science exams, as done in [26].

One key component of our augmentation method is the comparison of similar sub-
structures of sentences. We compare sub-sentences described in logical forms to find if
two frame elements from two different frames have a similar semantic role in at least
one of the example sentences available in the FrameNet’s graph of Frames. There is a
rich literature in sentence similarity, most of it focuses on structural similarity and also
entailment similarity, i.e., the similarity between the underlying meaning of the sentences.

The difficulties on directly applying those methods without any tinkering to our prob-
lem are that we calculate if substructures in the sentence are similar focusing on specific
terms. It is not clear how to apply this concept to most of those methods since those
methods are not concerned with specific terms of the sentence, but the sentence as a
whole. An interesting survey of different similarity methods is found in [20]. This survey
segments them into three approaches: string-based, corpus-based and knowledge-based
similarity methods.
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5.2 Semantic Role Labeling

The Semantic Role Labeling is the problem of finding semantic roles to entities located in
textual documents, and we refer the reader to section 2.3. SRL is a rich area of research
containing work that takes advantage of multiple linguistics resources including FrameNet.
The most recent and state-of-the-art approaches are mostly based on statistical methods,
in particular, machine learning methods.

The model presented in [12] uses latent variables and semi-supervised learning to
improve frame disambiguation for targets unseen at training time. On the other hand,
the work shown in [22] consists of a frame identification that is coupled into an argument
parsing method to perform FSP. Sling, [40], is a framework for frame-semantic parsing
that performs neural-network parsing with bidirectional LSTM input encoding and a
transition based recurrent unit. It takes as input only the tokens of the sentence, skipping
any previous syntactic or semantic parser. Both methods are machine-learning based.

The semantic parser developed in [19] connects VerbNet and FrameNet by mapping
the FrameNet frames to the VerbNet Intersective Levin classes. To further increase the
verb coverage they use the lexicon contained in PropBank; they also use the semantic
annotations in the PropBank dataset for evaluating their system.

5.3 Linguistic resources augmentation

To the best of our knowledge, this is the first work that builds a data augmentation strat-
egy relying on only the data provided by FrameNet. Other venues of work combine other
linguistic resources with FrameNet. To produce SRL parsers, [44] [19] are examples of
work that combine different linguistic resources, PropBank and VerbNet, with FrameNet.

The model proposed in [34]is based on word embedding to identify a mapping between
Wikidata relations — Wikidata is a free knowledge base aimed to be read by humans and
machines and further discussed in [49] —, and FrameNet frames and to annotate the
arguments of each relationship with the semantic roles from the second resource. It is a
case where FrameNet is used to enrich other resources and is a clear contrast with our
work that aims to enhance FrameNet without the use of external corpora, but only on
parsing methods. This choice makes this approach flexible and agnostic of external data
sources used to train those parsers.



Chapter 6

Final Remarks

Natural Language Processing (NLP), is a wide research area that encompasses many
subareas concerned not only with the syntax of the written language but also with its
semantics pragmatics and discourse motives. The importance if this area ranges from
better human-machine interfaces to automatically constructing knowledge bases from the
vast amount of textual data available nowadays. Such diverse area defines a number of
tasks that are supposed to constitute a pipeline of language processing.

On the semantics branch of NLP, we have the task of attributing semantic roles to
entities with respect to the sentence or small portion of text at a time. This task is called
Semantic Role Labeling (SRL), and it is an essential task towards creating a representation
of textual information that is easily processed and consumed by machines. Among the
available resources that can be used for assisting or evaluating SRL methods, FrameNet
is one of the most well-known and widely used. However, as a manually-built resource, it
is error-prone and incomplete. A large group of frames lacks useful annotations, both in
the annotated documents made available by the FrameNet project and also in annotated
examples in the Frames and Frame Elements descriptions. In this work, we presented and
evaluated a data augmentation method for FrameNet documents that increases by over
13% the total number of annotations.

For the best of our knowledge, most work on the literature on augmenting FrameNet
is concerned with combining it with other linguistic resources such as PropBank and
VerbNet. Our work is intended to take information from the FrameNet and use it to
expand the annotations found in the corpora of annotated documents that FrameNet
provides.
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6.1 Our method

Our augmentation method consists of a preliminary parsing of the annotated sentence; this
parsing might be just lexical, syntactic or semantic; then we convert this representation
in a logical form that is suitable for our equivalence check. We can transfer an annotated
sentence with respect to a frame f if there is any frame f 0 related to f that has frame
elements equivalent to each frame element in the original annotation; this way we create a
new annotation concerning f 0. This equivalence is verified against the parsing of example
annotated sentences found in the description of the frames and frame elements themselves.
Our augmentation is particularly suited to create more examples for the SRL task.

After applying this augmentation the total of unique frames covered by the document
annotations increased by over 41%, which translates in a frame coverage of over 13%. The
meaningfulness of the augmentation for the proposed task was evaluated in chapter 4.3;
we say that a set of annotations is meaningful if it helps to improve the results of an
automatic parser.

Our method induced an improvement on the results of a state-of-the-art SRL parser,
which indicates that data augmentation for semantic annotations can be further explored
to improve the performance of current parsers. The increase in performance coupled with
the knowledge that specific relations seem to lead to better results point to a promising
venue of work from where any statistical method for SRL can benefit from, as discussed
in section 4.

As a result of our work, a new dataset is now available for SRL and frame-semantic
parsing in general. The code for the generation of the augmented documents is open
(under MIT license) and can be found at http://github.com/lorel-uff/srl-nlp.

The results obtained with the augmented datasets indicate that one might want to
experiment different ways to harvest the information from the syntactic sentence represen-
tations, or couple the linguistic resource with other available resources, such as VerbNet
and PropBank. One could also try to infer new links among frames to boost the augmen-
tation algorithm. Not forgetting to mention that our augmentation method is focused on
one specific task, and two more tasks are usually associated with FrameNet annotated
document set. Those possible venues of work are further explained in the next section.

However, as discussed in chapter 4, our current augmentation method is not targeted
to be used in the frame identification task since it introduces fake targets. At the moment
that we create a new annotation based on related frames, we have an equivalence of the
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frame elements. However, we do not have an equivalence of the targets. Because of that,
we replicate the targets. This replication inserts fake targets, and it might harm the
performance of automatic frame identification methods.

6.2 Future work

The research done in this project showed that it is possible to automatically expand some
of the content in the FrameNet documents to improve the performance of state-of-the-
art SRL parsers. This very finding leads to other questions like how to improve such
augmentation, and what other kinds of augmentation can we try.

One immediate future work is to analyze the behavior of other SRL parsers when
trained using data from different augmentations strategies. Other statistical methods
might have different behavior from what we observed in this work. With this consideration
in mind, we already started to explore symbolic methods for the SRL task. Such models
have the advantage of being explainable, and their internal representation can be used to
explicit patterns and characteristics found in the annotations. Besides that, we expect
to be able to better understand the effects of our augmentations strategies by comparing
different models.

Many other intermediary sentence representations can be explored within our aug-
mentation methods, like the representation developed in [38], which is a good example of
a possible new representation to be tried in our augmentation pipeline. The only thing
to keep in mind, considering our current augmentation pipeline, is whether this sentence
representation can be searched to provide a meaning for a Frame Element associated to
this sentence. That representation can be used then to compare the Frame Elements to
others.

Another aspect of the linguistic resource that can be studied in the future is the
connection among frames. One possible unfolding of such study would be the use of link
prediction algorithms, as some of the ones explored in [23], to expand the inter-frame
relationships available in FrameNet.

We also intend to test the method on other electronic (linguistic) resources. For
example, WordNet seems a relatively close opportunity for short-to-mid-term research.
A less immediate opportunity is to work with semi-structured data from other electronic
resources. This way one could exploit the structure of Wikipedia infoboxes as a sort of
annotated content towards extracting semantics from their associated articles and combine
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it with Fillmore’s Frame Theory.

Looking further into the literature, one can propose to use PropBank and VerbNet
together to help in the augmentation process. PropBank and VerbNet are linguistic
resources that were already used in conjunction with FrameNet for the SRL task, we refer
the reader to chapter 5 for more details about this literature. The main contribution of
those other resources to the SRL task would be: a new set of examples from PropBank
and more information to be derived from the sentence. This information can be used to
compare and match two different Frame Elements and improve our augmentation pipeline.

We also consider how to augment the annotation sets targeting the other two tasks,
target identification and frame identification, mentioned in section 2.3. As quickly de-
scribed earlier, those two tasks are steps that precede argument identification, i.e., SRL.
In this scenario, a robust SRL parser, when introduced to a new sentence with no prior
annotations, would have to rely on a previous system that already identifies the target
(the word in the sentence that is associated with some frame) and also identifies the cor-
rect frame. Armed with this information the SRL parser would be able to find the entity
roles — the frame elements — in the sentence.

At last, all this work in SRL is also intended to be used in further work on Open
Domain Question Answering. Semantic representations of pieces of text and reasoning
on those representations seem to be essential in this setting. It is due to the complex
reasoning that can be involved in fully representing the intent of a query. A robust and
yet sound semantic representation of the underlying semantics of a sentence, coupled with
extensive common sense knowledge, can be used to feed a reasoning system for processing
such queries.

Our work in this dissertation shows that it is possible to transfer annotations across
frames in order to augment a linguistic resource to improve the performance of state-
of-the-art SRL parsers and it indicates a wide range of possible research venues on this
topic.
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