
UNIVERSIDADE FEDERAL FLUMINENSE

ANSELMO LUIZ ÉDEN BATTISTI

V-PRISM: AN EDGE-BASED ARCHITECTURE
TO VIRTUALIZE MULTIMEDIA SENSORS IN

THE INTERNET OF MEDIA THINGS

NITERÓI

2020



UNIVERSIDADE FEDERAL FLUMINENSE

ANSELMO LUIZ ÉDEN BATTISTI

V-PRISM: AN EDGE-BASED ARCHITECTURE
TO VIRTUALIZE MULTIMEDIA SENSORS IN

THE INTERNET OF MEDIA THINGS

Master Thesis presented to the Programa de
Pós-Graduação em Computação of the Uni-
versidade Federal Fluminense as requirement
to obtain the Degree of Master in Computa-
tion. Area: Computer Systems

Advisor:
DÉBORA CHRISTINA MUCHALUAT SAADE

Co-Advisor:
FLÁVIA COIMBRA DELICATO

NITERÓI

2020



Ficha catalográfica automática - SDC/BEE
Gerada com informações fornecidas pelo autor

Bibliotecário responsável: Sandra Lopes Coelho - CRB7/3389

B336v Battisti, Anselmo Luiz Éden
  V-PRISM: AN EDGE-BASED ARCHITECTURE TO VIRTUALIZE MULTIMEDIA
SENSORS IN THE INTERNET OF MEDIA THINGS / Anselmo Luiz Éden
Battisti ; Débora Christina Muchaluat-Saade, orientadora ;
Flavia Coimbra Delicato, coorientadora. Niterói, 2020.
  108 p. : il.

  Dissertação (mestrado)-Universidade Federal Fluminense,
Niterói, 2020.

DOI: http://dx.doi.org/10.22409/PGC.2020.m.04524565922

  1. Internet of Things. 2. Internet of Media Things. 3.
Virtual Multimedia Sensor. 4. Edge Computing. 5. Produção
intelectual. I. Muchaluat-Saade, Débora Christina,
orientadora. II. Delicato, Flavia Coimbra, coorientadora. III.
Universidade Federal Fluminense. Instituto de Computação.
IV. Título.

                                      CDD -



Anselmo Luiz Éden Battisti

V-PRISM: An Edge-Based Architecture to Virtualize Multimedia Sensors in the
Internet of Media Things

Master Thesis presented to the Programa de
Pós-Graduação em Computação of the Uni-
versidade Federal Fluminense as requirement
to obtain the Degree of Master in Comput-
ing. Area: Computer Systems

Approved in August 2020

APPROVED BY

Prof.ª Débora Christina Muchaluat Saade - Advisor, UFF

Prof.ª Flávia Coimbra Delicato - Co-Advisor, UFF

Prof. Célio Vinicius Neves de Albuquerque, UFF

Prof. Markus Endler, PUC-RIO

Niterói
2020



Acknowledgements

I want to thank God for giving me the strength to reach another life goal.

I am grateful for the unconditional support of my dear parents, Fátima and Janir,

my loved partner Marielle, my sister Monalisa, my brother Abraão, my favourite niece

Bianca and my brother-in-law André.

I want to thank my advisors, Professor Débora and professor Flávia for all the time

dedicated to the project, and also for all the patience they had with me!

I also grateful Professor Célio for the guidance and suggestions on how to proceed at

the beginning of the master’s degree.

I also thank my friend Fernando Hallberg for the support given in this and other

projects. I also thank my colleagues Bruno, Nilson and Sidney, for taking the time to

participate in one of the experiments in this dissertation.

Finally, I thank all my friends and family for the affection and friendship. I am

also grateful for the financial support provided by the Fundação de Amparo à Pesquisa

do Estado de São Paulo (FAPESP). Last but not least, I thank everyone at the UFF

Computing Institute for welcoming me so well.



Resumo

Os sensores multimídia tornaram-se recentemente uma fonte de dados significativa na
Internet das Coisas (IoT - Internet of Things), dando origem à Internet das Coisas Multi-
mídia (IoMT - Internet of Media Things). Aplicações multimídia geralmente são sensíveis
à latência e, por conta disso, o processamento de dados na nuvem nem sempre é adequado.
Uma estratégia para minimizar o atraso é processar os fluxos multimídia mais perto das
fontes de dados, explorando os recursos na borda da rede. Seguindo essa estratégia, esta
dissertação propõe uma arquitetura, chamada V-PRISM, para virtualizar e gerenciar sen-
sores multimídia com componentes implantados e executados em múltiplos nós de borda.
A arquitetura fornece componentes para orquestração, alocação de recursos, monitora-
mento de ambiente, intermediação de mensagens, compartilhamento de fluxo multimídia,
virtualização de dispositivos multimídia, gerenciamento de solicitações, além de outras
funções. A entidade que processa um fluxo multimídia é denominada Virtual Multimedia
Sensor (VMS). Eles são uma camada de abstração entre a aplicação IoMT e dispositivos
físicos que produzem o fluxo multimídia. Essa estratégia pode reduzir a complexidade
existente pela heterogeneidade nos ambientes de IoT. Como múltiplos nós de borda po-
dem compor o ambiente V-PRISM, fornecemos um componente para alocação dinâmica
de VMSs que pode ser estendido para executar diferentes tipos de algoritmos de alocação
de recursos. V-PRISM foi validado através da implementação de uma prova de conceito
chamada ALFA. Ela fornece os componentes lógicos descritos na arquitetura e vários tipos
de VMSs. Os experimentos mostraram que a adoção do V-PRISM pode reduzir o consumo
dos recursos nos dispositivos IoT, no tráfego de rede e atraso fim-a-fim das aplicações,
além de aumentar o ROI (Return On Investment) para provedores de infraestrutura IoT.
Também foi realizado um estudo informal com desenvolvedores, mostrando que a adoção
do V-PRISM pode trazer também benefícios para o desenvolvimento de VMSs. Outra
contribuição deste trabalho foi o desenvolvimento de uma categorização hierárquica de
VMS fundamentada nos recursos e nas funções fornecidas por cada tipo de VMS.

Palavras-Chaves: Sensor Virtual Multimídia, Internet das Coisas, Internet das Coisas
Multimídia, Computação na Borda da Rede.



Abstract

Multimedia sensors have recently become a significant data source in the Internet of
Things (IoT), giving rise to the Internet of Media Things (IoMT). Since multimedia
applications are usually latency-sensitive, data processing in the cloud is not always suit-
able. A strategy to minimize delay is to process the multimedia streams closer to the
data sources, exploiting the resources at the edge of the network. Following this strat-
egy, we propose V-PRISM, an architecture to virtualize and manage multimedia sensors
with components deployed and executed in multiple edge nodes. The architecture pro-
vides components for orchestration, resource allocation, environment monitor, message
broker, multimedia stream share, multimedia device virtualization, request management,
besides other functions. The entity that processes the multimedia stream is called Virtual
Multimedia Sensor (VMS). VMSs are an abstraction layer between IoMT applications
and physical multimedia devices that produce the multimedia stream. This strategy can
reduce the complexity due to the heterogeneity in IoT environments. As multiple edge
nodes can compose V-PRISM environment, we provide a dynamic VMS allocation compo-
nent used to automatic allocate VMS in edge nodes. This component can be extended to
run different types of resource allocation algorithms. We validated V-PRISM through an
implementation named ALFA, a proof-of-concept (PoC) that provides most components
described in the architecture and multiple VMS types. The experiments show that the
adoption of V-PRISM can reduce resource consumption of IoT devices, network traffic,
and end-to-end delay while increasing the ROI (Return On Investment) for infrastructure
providers. We also conducted an informal study with developers, which shows that the
adoption of V-PRISM can bring benefits to the development of VMSs. Another contribu-
tion of this work is a hierarchical categorization of VMS based on features and functions
they provide.

Keywords: Virtual Multimedia Sensors, Internet of Things, Internet of Media Things,
Edge Computing.
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Chapter 1

Introduction

With the widespread of the Internet of Things (IoT) and its integration with cloud com-

puting, a new paradigm called Cloud of Things (CoT), or Cloud-assisted IoT, has recently

emerged [15], which exploits the synergy between IoT and the cloud. In this scenario,

ambients, people, and objects are continuous sources of data generation that are con-

sumed by applications that receive processed data streams through the cloud. The cloud

provides a vast amount of processing and storage capabilities for the data generated by

IoT devices while abstracting their heterogeneity. By offering sensing and actuation as a

service, cloud providers broaden their portfolio of services for users and applications.

One of the enabling technologies of the CoT paradigm is virtualization. It refers to

the process of building a logical abstraction of hardware and/or software features. Vir-

tualization is at the core of cloud computing. It allows hiding from clients the variety of

types of infrastructures, platforms and data available at the back-end, promoting the de-

coupling between entities that produce and consume resources and facilitating application

delivery. It has also been used in other contexts, such as communication networks [4], and

more recently in sensors and sensor networks [36]. In wireless sensor network systems,

virtualization allows the creation of virtual sensor nodes, which abstract physical sensor

nodes and are responsible for providing services to the application and end users. The

mapping of physical sensors to their virtual counterparts is done through a virtualization

model. Several virtualization models are described in the literature specifically designed

for wireless sensors and sensor networks [41]. Such models are tailored for sensors with

reduced processing, memory and battery capacities, and equipped with wireless interfaces

for communication.

In the context of our work, among the various types of sensors that compose the IoT

infrastructure, and therefore, the CoT, multimedia devices have increasingly stood out.
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In a report produced by Cisco [10], it is estimated that by 2022 about 80% of the Internet

bandwidth will consist of multimedia streams. The relevance of this type of device has

given rise to the concept of Internet of Media Things (IoMT)1 [6], or even Multimedia

Internet of Things (M-IoT) [59]. In this work, we will adopt the term IoMT also adopted

in the pattern ISO/IEC 23093-1:20202.

In the IoMT, sensors are cameras and microphones with limited processing and storage

capacity, which connect to heterogeneous devices and diverse applications. Traditional

sensors, such as temperature, pressure, and light detection, typically generate discrete

data. On the other hand, multimedia sensors produce continuous, massive data streams

with nontrivial structure and temporal significance. Such features make the processing

of multimedia streams more complex than traditional sensor data. Moreover, there is

high heterogeneity in the communication protocols and data formats supported by mul-

timedia devices, adding an extra level of complexity in the acquisition, processing, and

consumption of data.

The particular features of multimedia streams in the context of IoMT make the use

of existing sensor virtualization models unsuitable. It becomes necessary to design virtu-

alization models tailored for multimedia sensors. Considering the high heterogeneity of

multimedia devices and the specific requirements of multimedia stream processing, the

design of models and mechanisms to abstract multimedia sensors will enable the develop-

ment of innovative services in several relevant areas such as health, security [60], education

and entertainment.

In a typical CoT system, sensor-generated multimedia streams are virtualized in the

cloud and delivered on-demand to applications. Such an approach implies that the mas-

sive amount of data generated needs to be transferred from the devices to the cloud, thus

demanding a considerable amount of bandwidth. Moreover, cloud computing incurs high

latency for data exchange between cloud servers and devices. Therefore, the cloud-based

IoT model may not be able to meet the strict time requirements of multimedia applica-

tions. A promising strategy that has recently gained momentum to decrease the latency

for applications is to migrate (part of) processing from the cloud to the edge of the net-

work, placing it closer to the sensing devices (data sources). Such strategy is exploited

by recent paradigms of Edge [91] and Fog computing [58].

In this work, we use the terms edge and fog interchangeably. We adopt the definition of

1IoMT is also called Internet of Multimedia Things.
2https://www.iso.org/news/ref2449.html
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Edge Computing (EC) provided by [35] where it is a horizontal, system-level architecture

that distributes computing, storage, control and networking functions closer to the users

along a cloud-to-thing continuum. The use of EC brings benefits as the decreasing delay

and bandwidth consumption at the network core, better use of available resources, and

in some cases, increasing data security/privacy. Multimedia applications benefit from

running in low-latency environments, so designing an architecture for virtualization of

multimedia sensors at the edge is a promising approach.

The inclusion of elements at the edge of the network in a CoT environment creates

a new computing layer. Therefore, we consider the CoT as a three-tiered ecosystem,

encompassing the cloud, the edge and the IoT device tiers.

1.1 Research Questions and Goals

Based on the challenges discussed in the previous section, we defined the following research

questions to be addressed in this work:

RQ1: Can a multimedia sensor virtualization architecture enable a single multime-

dia device to provide multimedia streams for different applications?

RQ2: Can a multimedia sensor virtualization architecture reduce CPU usage and

battery consumption in IoT devices?

RQ3: Can a multimedia sensor virtualization architecture reduce bandwidth usage

in the IoT network?

RQ4: Can an edge-based multimedia sensor virtualization architecture reduce the

delivery time of a multimedia stream to an IoMT application, compared to using a

virtual multimedia sensor hosted in the cloud?

Based on this research questions, the general goal of this work is proposing an architec-

ture that enables the virtualization of multimedia sensors in edge computing environments.

The architecture components are responsible for processing multimedia streams produced

by physical multimedia devices. The stream processing is performed by entities named

virtual multimedia sensors (VMS). The architecture will follow a three-tier approach en-

compassing the cloud, the edge, and the things. All of the architecture components are

deployed in the edge tier.
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Besides proposing the logic components of the architecture and their operation, we

implemented a prototype named ALFA that worked as Proof-of-Concept (PoC). In ALFA,

we developed and validated the logical components, besides using different technologies

to create different parts of the architecture. Furthermore, we developed a set of VMSs

and virtual devices to evaluate our approach in real environments.

1.2 Main Contributions

This work provides the following contributions:

• Proposal of an architecture to manage VMSs in edge computing environments;

• Definition of a classification for VMSs based on the functionalities provided and

resources consumed;

• Definition of templates for facilitating the creation of new VMS types and Virtual

Device Types.

1.3 Organization

The remainder of this work is structured as follows. In Chapter 2, we discuss the theoret-

ical background that represents state-of-the-art about Internet of Media Things (IoMT)

and its applications. We also discuss the adoption of technologies like multimedia process-

ing and container virtualization in the edge computing environments. Finally, we define

the virtual sensor paradigm and its applications.

In Chapter 3, we present other projects that are related to our proposed approach.

Firstly, we analyze various cases where the authors use the virtual sensor paradigm, and

include strategies in traditional and multimedia sensors. After that, we examine multiple

sensor virtualization architectures already proposed and compare them with our proposed

approach.

In Chapter 4, we describe our proposed architecture. Firstly we present the three-tier

architecture and its implications. After that, we propose a VMS categorization. Finally,

we also explain the logic components and the operation of our architecture. Besides that,

we also present a resource allocation algorithm for virtual sensor placement in edge nodes.
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In Chapter 5, we present ALFA, an implementation as a Proof-of-Concept (PoC) of our

proposal. ALFA is a functional implementation of the logic components and provides all

the mechanisms necessary to virtualize multimedia sensors in edge environments. Another

relevant characteristic is that the PoC source code is available in GitHub under GPL

license.

In Chapter 6, we present evaluation of our proposal. We conducted experiments to

analyze if the adoption of our approach improves the resource usage in IoT Device and

IoT Network. We also examine the benefits that our approach brings in contrast with

the Cloud of Things approach for multimedia stream processing. Finally, we investigate

if the proposed architecture can be used for the development of new VMSs and if it can

improve the return on investment in the IoMT environment.

Finally, in Chapter 7, we conclude discussing our main contributions, limitations and

future work.



Chapter 2

Background

This chapter presents the main concepts and technologies used in this work. We discuss

the Internet of Media Things in Section 2.1, edge computing and multimedia streams in

Section 2.2, containers in edge computing in Section 2.3 and finally the concept of virtual

sensors in Section 2.4.

2.1 Internet of Media Things and its Applications

Multimedia sensors, such as cameras and microphones, are becoming a significant source

of data on the IoT. The proliferation of this type of device in IoT environments has given

rise to a new subset of the IoT called Internet of Media Things (IoMT). Beyond the

traditional IoT challenges, IoMT has specific issues that must be addressed to enable its

adoption on a large scale. Table 2.1 lists some fundamental differences between IoT and

IoMT.

Table 2.1: Comparison between IoT and IoMT [94]
IoT Scenario IoMT Scenario
Linear Data Bulky Data
Low Processing High Processing
Low Storage Massive Storage
Low Bandwidth High Bandwidth
Delay Tolerant Delay Sensitive
Low Power Consumption High Power Consumption
Simple Data Encoding Complex Media Encoding

In the IoMT, the data collected, processed, transported, and consumed are multime-

dia streams. The nature of a multimedia stream is different from the data produced by
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traditional sensors like temperature and humidity sensors. Traditional sensors produce

discreet data, and the data structure is simple. In contrast, multimedia sensors produce

continuous data, and its data structure is complex. Moreover, the bulky nature of the

multimedia stream, in contrast to the IoT limited network bandwidth, increases the chal-

lenges to satisfy the application QoS requirements [59]. It means that new techniques,

standards, and frameworks must be developed to deal with these new challenges.

It is relevant to highlight that, besides IoMT, other approaches deal with multimedia

streams too. One of them is Wireless Sensor Network (WSN). A WSN [69] can be defined

as a network of small embedded devices, called sensors, which use wireless communication

following an ad hoc configuration. A Wireless Multimedia Sensor Network (WMSN) is a

particular case of WSN where sensors are multimedia devices. In [6], the authors define

that the main limitation of WSN and WMSN is that usually the deployment scenario

is typically a fixed architecture with restrictive mobility, a pre-defined set of multimedia

devices can be adopted, and a pre-defined set of functionalities are known. These strategies

are inefficient and lead to redundant deployments when new applications are needed [41].

One of the first definition of IoMT was presented in [6]. They define IoMT as the

global network of interconnected multimedia things which are uniquely identifiable and ad-

dressable to acquire sensed multimedia data or trigger actions as well as having capability

to interact and communicate with other multimedia and not multimedia devices and ser-

vices, with or without direct human intervention. This is a broad definition, encompassing

many study fields.

There are many fields where IoMT will cause significant impact. Some of them are se-

curity, healthcare, mobility and supply chain [59]. In particular, smart cities environments

will be enriched with innovative services based on IoMT, and these services will improve

daily citizen lives. In Figure 2.1, we can see a smart city scenario where a vast number

of heterogeneous multimedia actuators (public display, audio players, video players) and

sensors are connected to provide services to a variety of applications. However, despite the

significant potential of IoMT, it is essential to remind that the integration of multimedia

services and devices into the IoT remains a challenge. This challenge was mainly raised by

limited capabilities of IoT devices and distinct characteristics of multimedia applications,

such as latency constraints [39].
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Figure 2.1: Smart cities and IoMT [39].

With the availability of multimedia data streams, service providers are developing

new types of services. Some areas that are changing drastically are security [60], road

monitoring [21], environment monitoring [66], etc. Many possible IoMT applications can

be seen in Figure 2.1. These applications are connecting multimedia things with each

other and with other smart things. For instance, an IoT motion sensor can discover

and directly interact with available IoT cameras and trigger surveillance of the area, as

presented in [24]. The multimedia stream from a camera can be processed by a neural

network to recognize faces to identify unauthorized access, and it can generate a message

alert to the security staff. The possibilities are vast.

Another innovative use case of the integration between multimedia devices and IoT

devices was presented in [84]. In that work, the authors show the use of drones to detect

and clean up graffiti in buildings and road signals. In this scenario, the deployment of

IoMT applications faces heterogeneity devices challenges. Drones from different vendors

and with different sensors and functionalities can be used for this task. Techniques to

overcome this scenario must be developed. Another relevant aspect presented in that

work is the use of machine learning in restricted devices, like drones for example.

Differently from the IoMT scenario presented before, we have a typical case of a

WMSN at Niterói/RJ city. In 2015, a surveillance system with 350 cameras was de-

ployed in the city. Technical details can be found in the public edict No. 001/20141.

Despite the innovation, the approach adopted is not friendly for sharing multimedia data

to different applications, since new services cannot easily use the already deployed camera

infrastructure.

The advance of IoT brings new light to a dynamic scenario where multimedia sensors

1http://www.niteroi.rj.gov.br/licitacao/sma/2014/cp-001-14.pdf
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are part of our daily life and whose multimedia data can be used unpredictably by IoT

developers. The deployment of multimedia sensors is not an easy task. This difficulty

is raising a new type of service called multimedia sensing as a service (MSaaS) [83].

In this scenario, infrastructure providers offer multimedia streams as services to IoMT

applications. This new data availability enables a fast growth of this type of applications.

Thus, the creation of an architecture that virtualizes multimedia devices can be seen as

a potential trend.

In IoMT environments, some trade-offs must be addressed. For example, to minimize

the size of a multimedia stream, the device must run a more powerful encoding method,

which will consume more energy and CPU [6]. The tuning of all the variables presented

in the IoMT stack to obtain the QoS level required by the IoMT is a complex task.

Multimedia streams are usually complex and bulky. Their syntax and semantics are

not obvious and they are tolerant for packet loss. Also, several compression algorithms

can be applied to multimedia streams, so the amount of data in the stream can be reduced

without losing its semantics. Multimedia streams can be combined and new information

can be extracted. Besides, flows can be handled in different environments, such as edge

devices, edge nodes, public clouds and private clouds as presented in [92].

Specific features of multimedia streams in the context of IoMT make the use of already

existing traditional sensor virtualization models not suitable. There is a need to design

models tailored for multimedia sensors. We claim that models and mechanisms to abstract

the complexity of multimedia sensors will enable the development of innovative services

in relevant areas such as healthcare, security [60], education and entertainment.

As previously mentioned, IoMT applications are typically latency-sensitive. It means

that the adoption of the cloud to process multimedia streams sometimes is not viable

because the Internet provides best effort service and streams may suffer high latency and

jitter. In the next section, we will discuss the adoption of the edge-computing paradigm

to deal with multimedia streams.

2.2 Edge Computing and Multimedia Streams

The Cloud of Things (CoT) paradigm implies that multimedia streams devices are virtu-

alized in the cloud, and the processed stream is delivered on-demand to applications, as

depicted in Figure 2.2(a). This strategy has some drawbacks. For example, the massive

amount of data generated needs to be transferred from the devices to the cloud. Hence,




