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Resumo

A Detecção de Objetos (OD) é um importante problema de visão computacional para a
indústria, que pode ser usado para controle de qualidade nas linhas de produção. Re-
centemente, métodos de aprendizado profundo possibilitaram o treinamento de modelos
OD com desempenho muito bom para conjuntos de dados complexos do mundo real. No
entanto, a adoção desses modelos na indústria foi limitada pela dificuldade - e pelo custo
significativo - de coletar conjuntos de dados de treinamento de alta qualidade. Por outro
lado, OD para controle de qualidade em linhas de produção apresenta a especificidade
de ter modelos CAD disponíveis para os objetos a serem detectados. Neste artigo, apre-
sentamos um método totalmente automatizado que usa um modelo CAD de um objeto
e retorna um modelo OD totalmente treinado para detectar esse objeto. Para fazer isso,
criamos um script do Blender que gera conjuntos de dados realistas de imagens contendo
o modelo CAD e os rótulos OD correspondentes. Esses conjuntos de dados são usados
para treinar os detectores de objetos. O método é validado experimentalmente em um
exemplo prático, e mostramos que essa abordagem pode gerar modelos OD com bom
desempenho, 98.27% de precisão no melhor caso, em imagens reais, enquanto é treinado
apenas em imagens sintéticas.

Palavras-chave: Detecção de objetos, modelos CAD, geração de imagens sintéticas,
visão computacional, aprendizado profundo, rede neural convolucional.



Abstract

Object Detection (OD) is an important research topic in computer vision. It can be used
in industrial scenarios for quality control in production lines. Recently, deep learning
methods have enabled the training of models for OD with very good performance for
complex real world datasets. However, the adoption of these models in industry has been
limited by the difficulty — and the significant cost — of collecting high quality training
datasets. On the other hand, OD for quality control in production lines presents the
specificity of often having CAD models available for the objects to be detected. In this
paper, we introduce a fully automated method that uses a CAD model of an object and
returns a fully trained OD model for detecting this object. To do this, we created a
Blender script that generates realistic datasets of images containing the CAD model as
well as the corresponding OD labels. These datasets are then used for training the object
detectors. The method is validated experimentally on a practical example, and we show
that this approach can generate OD models performing well, 98.27 % precision in the best
case on real images, while being trained only on synthetic images.

Keywords: Object Detection, CAD Models, Synthetic image generation, Computer
Vision, Deep Learning, Convolutional Neural Network.
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Chapter 1

Introduction

Object Detection (OD) is an important research topic in computer vision that has been

widely studied over the last decade [70, 73, 32, 67, 53]. It consists in finding the co-

ordinates of bounding boxes encapsulating objects of interest in an image [43]. It has

applications in robotics systems, industrial process control systems and tracking systems,

among other application domains [11]. As example, object detection and pose estimation

is frequently the first step of robotic systems. Recently, deep learning methods, such as

those employing Convolutional Neural Networks (CNNs), have become the standard tool

for object detection, outperforming alternatives in object recognition benchmarks [37]. As

for industrial process control systems, the task of detecting objects in images for indus-

trial process control systems is particularly challenging and of great interest in the context

of Industry 4.0. The major steps of such systems are the observation of the production

context and analysis of the observed images for the extraction of the labels, which will

correspond to the classification of these images [55]. And finally, real-time object de-

tection and tracking have shown to be the basis of intelligent production for industrial

4.0 applications. It is a challenging task because of various distorted data in complex

industrial setting [34]. In Figure 1.1 below, we can see an example of object detection in

a vehicle production line.

A CNN differs from standard Artificial Neural Network (Fully Connected) in the struc-

ture of its hidden layers, which enables it to have a significantly higher number of neurons

per layer. CNN architectures have the advantage of automatically learning filters for ex-

tracting features, thus avoiding the complicated and time consuming feature engineering

process (thresholding, contouring, segmentation, clustering). Also the expressivity and

robust training algorithms allow to learn informative object representations without the

need to design features manually [72]. Many different types of CNNs have been developed
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Figure 1.1: Example of object detection on an industrial production line.

with different hidden layer structures. Some examples include Alexnet [26], MobileNet [20]

and Inception [59].

One of the typical issues with deep learning is the requirement of large labelled

datasets for training. Although there are various online databases containing millions of

images, for specific industrial applications, it can be necessary to create custom datasets

containing the objects of interest. Most object detection datasets represent scenarios from

either everyday life or mobile robotic environments. While this scenario is important from

both a research and application standpoint, it was found that industrial applications, such

as bin picking or surface and defect inspection, have quite different characteristics that

are not modeled by the existing datasets [20]. This includes different 3D shapes, different

kinds of sensors and modalities, and different kinds of object placements. As a result,

methods that perform well on existing datasets sometimes show quite different results

when applied to industrial scenarios without retraining [11]. The process of generating

a specific dataset for retraining is tedious, and can be error-prone when conducted by

non-professional technicians. Moreover, generating a new image dataset and labelling it

manually can be very time consuming and expansive [21].

On the other hand, the specific case of OD for industrial production lines presents

the specificity that the manufacturers often have access to the CAD models of the objects

to detect. Thanks to advances in computer graphics techniques, such as ray tracing

[54], the generation of photo-realistic images has become possible. In such artificially

generated images, the computer can be employed for bounding box labelling. As deep

neural networks are typically trained on Graphical Processing Units (GPUs), these can
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also be used to render large quantities of images efficiently [21]. Besides that, the use

of synthetic images rendered from CAD models to train OD models has already been

proposed in [41], as well as in other works, such as [44, 17], for example. However, their

approaches requires manual scene creation by Blender artists, it is not automated, and

the objects used are usually generic, such as buses, airplanes, cars, animals, etc.

Identifying the appropriate objects and separating them from the faulty ones, is the

main goal of automatic object detection system. Thus, the use of automation in any

industrial process increases the investment cost initially. However, it generates greater

efficiency in manufacturing, reducing operating costs and causing fewer errors and less

man-machine intervention. Automation in this sector means using control systems to

handle different processes and machines to replace human efforts [56].

1.1 Problem Definition

The automation of the detection and identification of objects in the industrial process is

crucial and may have great impact on the overall productivity of the industry. Therefore,

the first step to obtain this type of automation would be the definition of the process for

the generation of object classification models, which will allow the identification of flaws

in the production line. The generation of these models requires the aggregation of large

datasets of images of objects in different situations.

However, collecting real images can be extremely laborious. In [17], for example,

each real image was collected in different contexts - disordered background, changes in

lighting, etc. In addition, it must be ensured that each object is shown from different

poses. For this reason, the use of CAD models has already been used as an alternative to

this problem [17, 57, 60, 11]. However, there is no study that says what the standard of

synthetic image generation in the industry should be, in order to guarantee an efficient

result. Working with synthetic images does not guarantee an efficient result if there is

no systematization of the process of generating these synthetic images with the necessary

variations. So, this work proposes a systematic methodology for generating synthetic

images using our variation pattern.

In addition, good results are typically obtained by training CNNs using datasets that

involve a very large number of labeled images, as in the case of ImageNet [26]. For this

reason, in this work, in addition to the attempt to systematize the generation of labeled

images, the training of these CNN models was done with a very small number of images,
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saving time.

1.2 Objectives

The main objective of this work is to propose a systematic approach to detect and identify

objects in the industrial scenario. Hence, we could devise three specific objectives of this

work: (i) to develop a systematic process for generating labeled synthetic images, (ii) to

train a convolutional neural network model with a reduced number of images, in order to

save time, and finally, (iii) to compare the performance of the models using real, synthetic

and hybrids datasets. Therefore, this work can be divided into three parts: automated

image generation from properly labeled CAD objects, training a convolutional neural

network model, with specific adjustments, in order to achieve a good performance with a

reduced number of images to detect objects on the assembly line, and finally, to evaluate

the efficiency of this proposed approach by comparing the object detection performance

using synthetic, hybrid and real images datasets. In addition, the dataset generated during

this work, as well as the complete systematic approach were made publicly available so

that other users can test and improve it, if applicable.

1.3 Methodology

Firstly, a study of the current literature was made with regard to object detection, use

of CAD models to generate synthetic image datasets and the metrics commonly used to

evaluate CNN models for object detection.

After studying the literature, we defined the process for the automatic generation

of realistic labeled images containing the objects to be detected from CAD models. In

sequence, a study was carried out to demonstrate that the images can be used to adjust

the DO models and that they can work well in real images of the object. Subsequently,

we carried out a set of experiments to study the influence of each parameter on the final

results and to identify the ideal configuration for our approach. Finally, we validated our

approach using the CAD model of some objects for training, as well as labeled real images

containing the real object for evaluation.
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1.4 Contributions

This master’s thesis contributes with a new scalable algorithm for the generation of syn-

thetic images from CAD models and a systematic approach that aims to establish pa-

rameters and performance standards in the results. Therefore, we can separate these

contributions into two parts: technological and scientific.

From this, in the technological contribution item, we can list the construction of a

new algorithm, in the scientific item, we can list the new systematic approach proposed in

this work, in addition to the experiments, discussions and results about the use of hybrid

datasets (synthetic images and real) in the scope of object detection using CAD models.

1.5 Organization

The structure of this work is divided into six chapters. In Chapter 2, the general concept

about object detection, automation of industrial processes, anomaly detection in assem-

bly lines, computer vision, industry 4.0, deep learning applied to image recognition and

evaluation metrics is presented, describing the main approaches and methods used. Then,

Chapter 3 presents a review of the literature on the different works carried out regarding

the detection of objects with real and synthetic images, as well as the contexts, applica-

tions and results obtained, making a qualitative and quantitative comparison with this

work. In Chapter 4, the systhematic approach developed in this work is presented, as well

as the generation of synthetic images, the training of neural networks and hyperparame-

ters tuning. Chapter 5 describes the experiments, the datasets used, the test parameters,

the results and the hypothesis tests comparing the use of real, synthetic and hybrid im-

ages datasets. Finally, chapter 6 presents the conclusions of this work, describing some

limitations of the research and the future work.



Chapter 2

Fundamental Concepts

This chapter describes the fundamental concepts in the relationship between industry

4.0, visual computing, object detection and deep learning algorithms. In addition, several

techniques and methods are described within the scope of this relationship. Finally, the

metrics used for the evaluation of object detection models are presented and discussed,

so that their importance in the analysis of the results of this work is clear.

2.1 Industry 4.0

Industry 4.0 represents the current trend in automation technologies in the manufacturing

sector and includes mainly enabling technologies, such as cyber-physical systems (CPS),

Internet of Things (IoT) and cloud computing. This concept represents the technological

evolution from embedded systems to cyber-physical systems. In Industry 4.0, embedded

systems, semantic machine-to-machine communication, IoT and CPS technologies are in-

tegrating virtual space with the physical world; in addition, a new generation of industrial

systems, such as smart factories, is emerging to deal with the complexity of production

in the cyber-physical environment [68].

Under this hypothesis, the term industry 4.0 (or fourth industrial revolution) would

not only imply a technological change, but versatile organizational implications as well.

As a result, a change from product- to service-orientation is sought and expected: man-

ufacturing and service industry will become complementary, encouraging a new form of

production [10].

According to [4], the Industry 4.0 has nine pillars of technology, including virtual

reality, artificial intelligence, industrial internet, industrial big data, industrial robot, 3D



2.2 Computer Vision and Object Recognition 7

printing, cloud computing, knowledge work automation and industrial network security.

And at least 4 of these pillars are used and joined in this work (artificial intelligence,

industrial big data, industrial robot and knowledge work automation).

2.2 Computer Vision and Object Recognition

Computer Vision and Pattern Recognition study a lot of problems, like image matching,

clustering and segmentation, extraction of invariant interest points, feature selection,

optimal classifier design, model selection and many others. The computational analysis

of images and more abstract patterns is a complex and challenging task, which demands

interdisciplinary efforts [49].

However, over the last years deep learning methods have been shown to outperform

previous state-of-the-art machine learning techniques in several fields, with computer vi-

sion being one of the most prominent cases. Various computer vision tasks, such as object

detection, face recognition, action and activity recognition and human pose estimation

use machine learning techniques [65].

Object recognition is one of the fundamental challenges in computer vision, which

generally consists of two different types of tasks: object instance recognition and object

class recognition. The first type aims at identifying previously seen object instances such

as a specific car, and is largely a matching problem in which the differences between the

stored exemplars and the objects to be reidentified in an input image are mainly caused

by imaging condition changes, and hence can be effectively handled by some alignment

process. The second type, also known as category-level or generic object recognition,

focuses on recognizing (always unseen-before) instances of some predefined categories [70].

In addition, it supports a wide range of practical applications, such as tracking and

surveillance [35], anomaly detection [51], augmented reality [45], segmentation and pose

estimation [40], for example.

Basically, an object detection (OD) system can be easily described according to Fig-

ure 2.1, which shows the basic steps that are involved in the OD process [53]. The basic

entry for the OD system can be an image or a scene, in the case of videos. The basic

objective of this system is to detect objects that are present in the image/scene or simply,

in other words, the system needs to categorize and localize the various objects in the

respective object classes.
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Figure 2.1: Object detection model. Adapted from [53]

So, the first step in the object detection process is to input the image into the object

detector / classifier system. After that, this set of images will be processed (feature

extraction, resize map, etc.). Soon after, comes the object detection module itself, that

is, the search for match features and compare them with the object in question, in order

to check if the object is contained therein. Finally, the object detector is created.

A system based on object detection can be defined as a data labeling and localizing

problem, based on known object models. From an image, which contains one or more

objects of interest in a given set of labels corresponding to a set of models known to the

system, it is expected that the system assigns correct labels to the regions of the image.

Therefore, the OD system based on deep learning consists of three main phases: the

learning phase, the validation phase and the inference phase, which are shown in Figure 2.2

- which shows the operation of the OD system. The learning phase consists of training

the apprentice, so that he recognizes the objects present in the image, which is provided

as input to the system. In the model validation phase, the trained model is evaluated in

order to provide its ability to detect the object in question. In the inference phase, the

classifier makes use of learning, which was done in the learning phase, to classify objects.

With that, after the image processing, the direct correspondence of the model is made,

producing the characteristics of an object in the image. The main objective of this phase

is to locate the object and decide whether that same object is present in the image, which

is supplied to the system as an input and, if so, to which class of object it belongs.

Unraveling the three phases involved in object detection, we obtain two phases in

common: image processing and feature extraction. Image processing is a method to

convert an image into digital form and perform some operations on it, in order to get

an enhanced image or to extract some useful information from it. It is a type of signal

dispensation in which input is image, like video frame or photograph and output may be

image or characteristics associated with that image. Image processing basically includes

the following two steps [23]:
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• Analyzing and manipulating the images which includes data compression and im-

age enhancement and spotting patterns that are not to human eyes like satellite

photographs.

• Output is the last stage in which result can be altered image or report that is based

on image analysis.

Figure 2.2: Operation of the object detection model.

Feature extraction, on the other hand, is used to extract the most distinct characteris-

tics present in a dataset (in our case - images) that are used to represent and describe the

data. Thus, fundamentally uses features within the object to identify, locate and process

regions of interest [52]. In [61], for example, it is possible to note a comparative study of

the various combinations of representations of image features, such as the region-based,

global and local block-based categorization of the image database.

Finally, the object learner phase, which consists of the detection learning method,

has several approaches, with several different methods. According to [73], which makes a

history review on object detection, the first unrestricted method for object detection (in

this case with human faces) was with [63, 64], where the author follows a most straight

forward way of detection, ie, sliding windows. After that, detectors based on Histogram

of Oriented Gradients (HOG) feature descriptor was proposed [7]. Soon after, the De-

formable Part-based Model (DPM) [14] appeared. Also according to [73], the performance

of hand-crafted features became saturated, object detection has reached a plateau after

2010. However, with the emergence of deep neural networks, capable of learning repre-

sentations of robust and high characteristics level of an image, a lot of networks have
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been proposed for object detection. Since then, object detection started to evolve at an

unprecedented speed.

It is important to note that nowadays, the part of image processing and the extraction

of features are already included in CNNs, as in [47, 26], for example. Therefore, the model

is simplified, as shown in Figure 2.3.

Figure 2.3: Operation of the object detection model with CNN.

2.3 Object Detection with Deep Learning

As stated above and according to [32], deep learning techniques have emerged as a powerful

strategy for learning characteristic representations directly from data and have led to

significant advances in the field of generic object detection.

With all this progress of deep neural networks applied to the object detection context,

different network architectures have been developed, mainly convolutional neural networks

(CNN): Regions with CNN (RCNN) [62], Spatial Pyramid Pooling (SSPNet) [16], Fast

RCNN [15], Faster RCNN [47], Feature Pyramid Networks (FPN) [28], You Only Look

Once (YOLO) [46], Single Shot MultiBox Detector (SSD) [33], RetinaNet [29] and many

others have been proposed.

2.3.1 Convolutional Neural Networks

The Convolutional Neural Networks (CNN) are very similar to fully-connected Neural

Networks. They are made up of neurons that have learnable weights and biases. Each
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neuron receives some inputs, performs a dot product and optionally follows it with a non-

linearity. The whole network still expresses a single differentiable score function: from the

raw image pixels on one end to class scores at the other. They still have a loss function on

the last (fully-connected) layer and all the tips/tricks has developed for learning regular

Neural Networks still apply [24].

With the revival of convolutional neural networks in [26] and their application to

object detection problems, we can see in Figure 2.4 the general architecture of a CNN.

Figure 2.4: Architecture of general CNN. Adopted from [24]

The CNN consists of multiple layers. Each layer takes a multi-dimensional array of

numbers as input and produces another multi-dimensional array of numbers as output

(which then becomes the input of the next layer). When classifying images, the input to

the first layer is the input image (n × n), while the output of the final layer is a set of

likelihoods of the different categories. A simple CNN is a sequence of layers, and every

layer of a CNN transforms one volume of activations to another through a differentiable

function as we can see in [71].

Pooling layer downsamples the volume spatially, independently in each depth slice of

the input volume. In Figure 2.5(a), the input size [n× n× i] is pooled with filter size z,

producing an output size [n
z
× n

z
× i], where n is the image resolution and i is the number

of samples. Notice that the volume depth is preserved. The most common downsampling

operation is max [24], giving rise to max pooling, as example shown in Figure 2.5(b).
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(a) Downsampling

(b) Max pooling operation example with 2x2 window

Figure 2.5: CNN scheme for downsampling and max pooling.

2.3.2 Faster R-CNN

According to [47], recent advances in object detection are driven by the success of region

proposal methods and region-based convolutional neural networks (R-CNNs). Although

region-based CNNs were computationally expensive, their cost has been drastically re-

duced. The latest incarnation, Fast R-CNN, achieves near real-time rates using very
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deep networks, when ignoring the time spent on region proposals. Now, proposals are

the computational bottleneck in state-of-the-art detection systems. A Region Proposal

Network (RPN) takes an image (of any size) as input and outputs a set of rectangular

object proposals, each with an objectness score.

Faster R-CNN, the model used in this work, takes as input an entire image and a set of

object proposals. The network first processes the whole image with several convolutional

and max pooling layers to produce a convolutional feature map. Then, for each object

proposal, a region of interest (RoI) pooling layer extracts a fixed-length feature vector

from the feature map, as seen in Figure 2.6.

Figure 2.6: Region Proposal Network. Adapted from [47]

Each feature vector is fed into a sequence of fully connected layers that finally branch

into two sibling output layers: one that produces softmax probability estimates over K

object classes plus a catch-all “background” class and another layer that outputs four

real-valued numbers for each of the K object classes. Each set of 4 values encodes refined

bounding-box positions for one of the K classes [15].

2.4 Evaluation Metrics for Object Detection

The purpose of this section is to summarize some common evaluation metrics of the

object detection problem. In object detection, a number of well-known datasets and

benchmarks have been released in the past years, including the datasets of PASCAL

VOC Challenges 1 [13, 12], ImageNet Large Scale Visual Recognition Challenge 2 [50],

MS-COCO Detection Challenge 3 [30], Open Images Detection (OID) challenge 4 [25].
1http://host.robots.ox.ac.uk/pascal/VOC/
2http://image-net.org/challenges/LSVRC/
3http://cocodataset.org/
4https://storage.googleapis.com/openimages/web/index.html
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However, before presenting the metrics used in competitions, we must first establish two

fundamental metrics.

• Confidence score: is the probability that an anchor box contains an object. It

is usually predicted by a classifier.

• Intersection over Union (IoU): is defined as the area of the intersection divided

by the area of the union of a predicted bounding box (A) and a ground-truth box

(B) as the equation 2.1 shows:

IoU =
|A ∩B|
|A ∪B|

(2.1)

Therefore, Intersection over Union, also known as Jaccard index [22], is used to deter-

mine the accuracy of an object detector on a specific dataset. This metric is often used

for object detection challenges, such as the popular PASCAL VOC challenge [13, 12].

This metric is typically used to assess the performance of HOG + Linear SVM [7] object

detectors and convolutional neural networks (R-CNN [62], Faster R-CNN [47], YOLO [46]

....) The intersection over the union is simply an evaluation metric. Any algorithm that

provides bounding boxes provided as an output can be evaluated using IoU. In Figure 2.7

a visual example of a ground-truth bounding box versus a predicted bounding box:

Figure 2.7: Visual example of ground-truth vs predicted bounding box.

Looking at the equation 2.1, Intersection over Union is a ratio. In the numerator,

the overlap area between the predicted bounding box and the ground-truth bounding box

is calculated. The denominator is the area of union, that is, the area covered by the

envisaged boundary box and the ground-truth bounding box. Dividing the overlap area

by the union area, we obtain the final score - the Intersection over Union. The example

that illustrates the intersection over the union can be seen in Figure 2.8



2.4 Evaluation Metrics for Object Detection 15

Figure 2.8: Visual example of the Intersection over Union equation.

In Figure 2.9, the quantitative IoU relationships are shown visually. You can see

that predicted bounding boxes that strongly overlap with ground-truth bounding boxes

have higher scores than those with less overlap. This makes Intersection over Union an

excellent metric for evaluating custom object detectors.

Figure 2.9: An example of computing Intersection over Unions for various bounding boxes.

Both the confidence score and the IoU are used as criteria that determine whether a

detection is a true positive or a false positive. The Algorithm 1 shows how:

Algorithm 1: Object detection classification based on the IoU.
input : confidence_score = threshold_a

iou_score = threshold_b

ground-truth

detection

1 begin

2 for each detection that has a confidence_score > threshold_a: do

3 among the ground-truths, choose one that belongs to the same class and

has the highest IoU with the detection

4 if no ground-truth can be chosen or iou_score < threshold_b (e.g., 0.5)

then detection is a false positive;

5 else detection is a true positive;
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As shown in the Algorithm 1, we call confidence score, the probability that an anchor

box contains an object from a certain class. It is usually predicted by the classifier part

of the object detector. The confidence score and IoU score are used as the criteria to

determine whether a detection is a true positive or a false positive. Given a minimal

threshold on the confidence score for bounding box acceptance, and another threshold

on IoU to identify matching boxes, a detection is considered a true positive (tp) if there

exists a ground truth such that: confidence score > threshold; the predicted class matches

the class of the ground truth; and IoU > thresholdIoU. The violation of any of the last

two conditions generates a false positive (fp). In case multiple predictions correspond to

the same ground-truth, only the one with the highest confidence score counts as a true

positive, while the others are considered false positives. When a ground truth bounding

box is left without any matching predicted detection, it counts as a false negative (fn).

Figure 2.10: Metric object detection for global evaluation of model.

Therefore, from these counters (TP, FP, FN) we can infer the metrics of Precision,

Recall and F1-Score.

• Precision: Is defined as the number of true positives divided by the sum of true

positives and false positives as the equation 2.2:

Precision =
TP

TP + FP
(2.2)

A high precision means that most of the predicted boxes had a corresponding ground

truth. In other words, the object detector is not producing bad predictions.

• Recall: Is defined as the number of true positives divided by the sum of true

positives and false negatives as the equation 2.3:
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Recall =
TP

TP + FN
(2.3)

high recall means that most of the ground truth boxes had a corresponding predic-

tion. In other words, the object detector finds most objects in the images.

• F1-Score: Is the harmonic mean of the precision and recall as the equation 2.4:

F1 =
Precision ·Recall
Precision+Recall

(2.4)

F1-Score is needed when a balance between Precision and Recall is sought. In the

case of object detection on production lines, a low precision means that sometimes

a part might be absent and the model would not see it, whereas a low recall means

that sometimes the part is present and the model raises an alert anyways. For this

reason, both a good recall and a precision are required and the choice of using the

F1-Score metric seems appropriate.

2.4.1 Precision x Recall Curve

When predicting the bounding boxes, the models of convolutional neural networks for

object detection produce a vector of probabilities corresponding to the confidence over

each object class [58]. Therefore, by setting the threshold for confidence scores at different

levels, we obtain different pairs of precision and recall. For this reason, the Precision x

Recall curve is a good way to assess the performance of an object detector as confidence

is changed by plotting a curve for each class of object. In Figure 2.11 you can see an

example of this chart.
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Figure 2.11: An example of computing Intersection over Unions for various bounding
boxes.

2.4.2 Average Precision

Another way to compare the performance of object detectors would be to calculate the area

under the curve (AUC) of the Precision x Recall curve. However, it becomes difficult to

compare different detectors when the AP curves intersect. That is why Average Precision

(AP), a numerical metric, is used to compare different detectors. Therefore, AP is the

precision average for all recall values between 0 and 1. From there, there are two ways to

calculate Average Precision. Both use point interpolation. This metric was well known

by [13]

11-points

The first one interpolates 11 points, trying to summarize the shape of the curve in a

set of eleven equally spaced recall levels [0, 0.1, 0.2, ..., 1], as described in the equation

2.5.

AP =
1

11

∑
r∈{0,0.1,0.2,...,1}

ρinterp(r) (2.5)

The precision at each recall level r is interpolated by taking the maximum precision

measured for a method for which the corresponding recall exceeds r:
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ρinterp(r) = max
r̃:r̃≥r

ρ(r̃) (2.6)

where ρ(r̃) is the measured precision at recall r̃.

All points

Rather than interpolating only 11 points, this method interpolates all n points, as

shown in the equation 2.7.

∑
n=0

(rn+1 − rn)ρinterp(rn+1) (2.7)

with

ρinterp(rn+1) = max
r̃:r̃≥rn+1

ρ(r̃) (2.8)

where ρ(r̃) is the measured precision at recall r̃.

AP calculation involves only one class. However, there may be more classes in object

detection, so the mean average precision (mAP) is defined as the AP average across all K

classes:

mAP =

∑K
i=1APi

K
(2.9)

The Pascal VOC [19] challenge uses only a single IoU limit of 0.5. However, the

COCO [30] challenge defines several mAP metrics using different thresholds, including:

• mAP IoU=0.5:0.05:0.95, which is mAP averaged over 10 IoU thresholds (i.e., 0.50,

0.55, 0.60, ..., 0.95) and is the primary challenge metric;

• mAP IoU=0.5, which is identical to the Pascal VOC metric

• mAP IoU=,.75, which is a strict metric.
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Literature Review

This chapter presents the main works related to object detection using synthetic image

generation. The main aspects of the papers are discussed in relation to the implemented

models and the methods of generating these synthetic images. Finally, an analysis of

the missing characteristics and the points where the various strategies can be improved

is presented. So that in the end, the object detector obtains a better generalization

performance, cost and time.

The number of articles on object detection based on deep learning is extremely large.

However, our focus is based on deep learning object detection using synthetic images.

Therefore, each subsection will represent similar works, but using different methods and/or

different contexts.

The related works were researched using some bases, among them: Google Scholar 1,

IEEE Xplore 2, Springer 3 and ACM Digital Library 4. The search keywords were: Object

Detection CAD Models, Object Detection, Deep Learning Object Detection, Convolu-

tional Neural Networks, Object Detection Synthetic Images, Object Detection Industry

4.0, Object Detection in Assembly Lines.

3.1 Object Detection

According to [17], the ability to detect objects in challenging environments is a key com-

ponent for many computer vision and robotics tasks. The main current object detectors,
1https://scholar.google.com.br/
2https://ieeexplore.ieee.org/Xplore/home.jsp
3https://www.springer.com/br
4https://dl.acm.org/
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such as those mentioned in the section 2.3, depend on convolutional neural networks. How-

ever, for best performance, they require certain amounts of labeled training data, which

are often time consuming and expensive to create. Consequently, the use of synthetic im-

ages is very attractive for training object detectors, since labeling is free. Unfortunately,

synthetic rendering methods are often unable to reproduce the results produced by their

real-world counterparts. This is often referred to as the ’domain gap’ between synthetic

and real data and the transfer from one to the other usually results in deteriorated per-

formance.

For this reason, the author assesses the freezing of layers responsible for extracting

resources in pre-trained generic layers in real images and trains only the remaining layers

with OpenGL rendering, allowing training with synthetic images only.

In [57], the author states that estimating from the point of view of the object from 2D

images is an essential task in computer vision. However, two problems hinder its progress:

the scarcity of training data with point-of-view notes and the lack of powerful resources.

For this reason, inspired by the increasing availability of 3D models, the author proposes

a framework to solve both problems, combining image synthesis based on rendering and

CNNs (Convolutional Neural Networks). For that reason, he believes that 3D models

have the potential to generate a large number of high-variation images, which can be

well explored by deep CNN with high learning capacity. For this purpose, a scalable and

overfit resistant image synthesis pipeline is proposed, together with a new CNN tailored

to the point of view estimation task.

With the increasing accessibility of 3D CAD models, an infinite number of training

images can be generated for many categories of objects. Because of this, another impor-

tant work [41], shows that increasing the training data of contemporary models of Deep

Convolutional Neural Network (DCNN) with synthetic data can be effective, especially

when the actual training data is limited or does not match to the target domain. Most

freely available CAD models capture the 3D shape, but they often lack other low-level

tips, such as realistic object texture, pose, or background. In a detailed analysis, the

author uses synthetic images rendered by CAD to probe the DCNN’s ability to learn

without these tips. In particular, it is shown that when the DCNN is adjusted in the

target detection task, it exhibits a high degree of invariance for missing low level clues,

but when pre-trained in the generic ImageNet classification, it learns best when the low

level clues are simulated.

So that we can understand the real dimension and importance of this type of work,
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researchers from NVIDIA and the University of Toronto at [60], present a training system

for deep neural networks to detect objects using synthetic images. To deal with the

variability in real-world data, the system depends on the domain randomization technique,

in which the parameters of the simulator - such as lighting, pose, object textures, etc.

- are randomized in unrealistic ways to force the neural network to learn the essential

characteristics of the object of interest. The authors explored the importance of these

parameters, showing that it is possible to produce a network with attractive performance

using only synthetic data. With additional fine-tuning on real data, the job produces

better performance than using only real data. This result opens up the possibility of

using cheap synthetic data to train neural networks, avoiding the need to collect large

amounts of hand-labelled real-world data or to generate high-fidelity synthetic worlds -

both of which remain bottlenecks for many applications.

According to [48], an important insight from this type of approach is that the images

generated synthetically must be similar to the real images, not in terms of image quality,

but in terms of resources used during detector training. Therefore, in this same work,

it is shown that in the context of detecting drones, airplanes and cars, the use of such

synthetically generated images produces significantly better performances than simply

disturbing real images or even synthesizing images in such a way that they appear very

realistic, as it is usually done when only limited amounts of training data are available.

A training set can also be simulated by applying small deformations and adding noise

to the images it contains. Therefore, there are several techniques for generating synthetic

data. Synthetic data were used to study the effects (for example, object texture, color,

3D pose and background) on the performance of the image classifier, according to [1].

There is even a hypothesis that advances in computer graphics may positively affect the

quality of synthetic data, so that the photographs generated synthetically will be almost

indistinguishable from those in the real world [42].

An important tool in the generation of virtual images is Blender. As a result, in [21],

the project used Blender computer graphics modeling software with customizable settings

that allow users to design detailed three-dimensional scenes and objects. A plug-in was

developed to automate the generation of variations in the scene during rendering and

combine them with various environmental backgrounds. Because the software has full

access to the scene data, the automated labeling of the generated images can produce

a metadata file containing information such as the object’s bounding box, the object’s

position in the scene and the position where the image was occupied. Although this
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approach allows the user to be removed from the manual data collection and labeling

processes, it still requires the user to initially create the scene.

3.2 Industrial Approaches

All the works mentioned above use generic objects such as cars, buses, airplanes, toys,

boats, among others. However, due to the theme of this work, it is important that we

mention the works that have a focus on industrial applications.

Showing the real importance of public datasets as a vital tool for computer vision,

MVTec Industrial 3D Object Detection Dataset [11] develops a public dataset for 3D object

detection and pose estimation with a strong focus on objects , configurations and require-

ments that are realistic for industrial configurations. Unlike other 3D object detection

data sets that often represent scenarios of everyday life or mobile robotic environments,

the work cited models industrial waste collection and object inspection tasks that often

face different challenges. In addition, the evaluation criteria are focused on practical as-

pects, such as execution times, memory consumption, useful measures of correction and

precision. The data set contains 28 objects with different characteristics, organized in

more than 800 scenes and labeled with about 3500 rigid 3D transformations of the ob-

ject’s instances as fundamental truth. Two industrial 3D sensors and three high-resolution

grayscale cameras look at the scene from different angles, allowing you to evaluate meth-

ods that operate on a variety of different modalities. The author initially evaluates 5

different methods in the data set. Although some show good results, there is a lot of

room for improvement.

More recently, in [69], a method of detecting defects of tiny parts in real time was

developed. The author considers the important influences of the properties of the tiny

parts and the environmental parameters of a defect detection system in its stability.

Second, it establishes a correlation model between the detection system coefficient of the

parts system and the speed of movement of the conveyor. Finally, the author proposes

a defect detection algorithm for tiny parts, based on a single network of short detectors

(SSD) and deep learning. Finally, it combines an industrial real-time detection platform

with the lost detection algorithm for mechanical parts based on intermediate variables to

solve the lost detection problem. A 0.8 cm darning needle was used as an experimental

object.
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3.3 CAD Models

First commercial CAD programs came up in the 1970s and provided functions for 2D-

drawings and data archival [18] and thereby evolved into the main engineering design

tool [31]. As a result, graphical or synthetic CAD models have also been used to support

multiview detection, as exemplified in [70]. In Figure 3.1, we can see some examples of

using CAD models in different scenarios.

(a) Example of CAD model in object detection scenario [41]

(b) Example of CAD model in industry scenario [5]

(c) Example of CAD model in games scenario [27]

Figure 3.1: CAD models examples for different scenarios approaches

In this context, CAD models have been improved, integrating local and global com-

puter vision data to represent an object not only geometrically, but also in terms of

computer vision. These models can provide a scalable solution for intelligent and auto-

matic object recognition, tracking and augmentation based on generic object models [3].
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Therefore, it is possible to observe that the use of synthetic data has a long history in

computer vision. Among the first attempts, 3D models were used as the primary source of

information to build object models [41]. More recently, some have used 3D CAD models

as their only source of labeled data, but have limited their work to a few categories, such

as cars and motorcycles [30, 13].

Several works, such as those previously mentioned, use training methods for object

detection and recognition. Some of them even use synthetic images for this. Therefore,

this subsection is intended for a brief discussion of the points covered by the related works,

their results and approaches.

After all the discussion of the results and methods used by the related works, we

can see that there are different approaches for object detection, such as using synthetic

images or not, how many images were necessary to obtain a certain result, context of the

generation scenes, synthetic images, types of objects to be detected, etc. These works,

certainly, served as a basis for developing our systematic approach. However, our proposal

is different in some ways, which will be presented in the next chapter.

Therefore, there are different detection tasks, with difficulties that vary between them.

However, we can mention computer vision problems, such as objects from different points

of view, illuminations, interclass variations. In addition, object rotation, scale changes,

precise location, speed of detection, etc.
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Systematic Approach

In this chapter, the systematic approach proposed for object detection developed in this

master’s thesis is discussed. In addition, during the development of the systematic ap-

proach, a dataset 1 was elaborated, exactly for the purposes of this work, with the objective

of public disclosure to other users and researchers to use the available data. Considering

the diversity of researched works, until now, this was the only one that proposed the

development of a specific systematic approach for object detection using synthetic images

applied to the automation of industrial processes.

4.1 Overview

The systematic approach consists of three parts: synthetic image data set generation with

automatic bounding box labelling, network training with few images and the complete

industrial process. First, a custom code (using free and open-source 3D computer graphics

software tools) is used to generate labeled training images containing the CAD model

rendered in context. Then, a pre-trained object detection model is fitted to the generated

data set. Subsequently, the model can be used for inference in real images. Finally, all

the previous steps are brought together in a single, fully systematic industrial process.

The quality of the training pipeline is assessed by computing standard object detection

metrics in the actual images, and these results are used to test and evaluate different

values of the user-defined parameters of the training process. In subsequent sections, we

explain our approach in more detail.
1https://github.com/igorgbs/systematic_approach_cad_models
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4.2 Synthetic Image Generation

In order to generate a synthetic image sample, our process requires several elements.

First, a CAD model of the object of interest as well as several other industrial CAD

models need to be available. After that, the synthetic image generation is divided into

some substeps. A floor and a table are created and some distractors are sampled. Using

physics simulation, the distractors are dropped from a random height on the table. The

position of the object of interest is also randomly sampled. Once the 3D scene is created,

textures and colors are sampled for the backgrounds and the distractors and the entire

scene is textured. Light sources and cameras are also sampled and placed randomly.

Constraints on the camera pose are applied, in order to ensure that the object appears

in the camera view. Once the scene has been created, the rendering occurs and generates

an image. By removing the light sources and making the object of interest a light source

itself, we can generate another image which can be used for bounding box labelling. This

procedure is necessary because even if we know the location of the object, it can be partly

hidden by distractors and thus distort the labelling. The process for creating these images

can be seen in Figure 4.1.

Figure 4.1: Synthetic image generation process

An example of the synthetic image dataset generation process can be seen in Figure

4.2.
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Figure 4.2: Synthetic image generation process example

4.2.1 Implementation

For the automatic generation of the training images (with pose sampling, rotation, physics

simulation, light sampling...), the software Blender [6] was used. Blender is a powerful

software for 3D creation which includes features such as modeling, rigging, simulation and

rendering. We chose to use Blender because it presents the advantage of having a good

Python API, it is open-source and it has good GPU support.

In the experiments of this thesis, several objects of interest were used in order to

validate our systematic approach. For each object generated synthetically, there are

corresponding real objects. The other objects that make up the scene serve as distractors

to help the model focus on the right object. The CAD models for the distractors and main

objects are gathered from the Grabcad website 2. Then different textures for the different

distractors as well as for the background need to be gathered. In practice, we collected

these textures from the Poliigon website3. Finally, we need to manually reproduce the

color of the object of interest. The code for the synthetic images generation was originally

developed by Joris Guérin (co-advisor of this work) and adapted for this work and can

be seen at github 4.
2https://grabcad.com/
3https://www.poliigon.com/
4https://github.com/igorgbs/systematic_approach_cad_models
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4.3 Hyperparameter Tuning

The Blender script for generating images has many hyperparameters that must be chosen

before using it, therefore, if necessary, a procedure for selecting parameters to optimize

the adjustable hyperparameters of the systematic approach. The adjustable parameters

used are the resolution of the generated training images, the number of camera poses

per generated scene, the number of generated scenes, the maximum number of objects

studied per scene, the maximum number of distractors to be included in each scene and

the number of textures.

Hyperparameter tuning is a crucial step in machine learning practice. Recently, it was

shown that the state of the art on image classification benchmarks can be improved by

configuring existing techniques better rather than inventing new learning paradigms and

hyperparameter tuning is often carried out by hand, progressively refining a grid over the

hyperparameter space [2]. Therefore, after each combination in the generation of images,

there comes the training phase of the model that uses convolutional neural network in

the synthetic images that were generated. The model also has hyperparameters to be

adjusted, such as sampling of the training and test subsets, pre-trained object detection

model, number of steps, batch size, momentum optimizer value and learning rate. These

combinations are used to identify the best hyperparameters for the systematic approach.

4.4 Training

Once a synthetic data set of images labelled with bounding boxes coordinates has been

generated, it can be used to train an object detector. Here, we describe the main steps

for the training process: preparing workspace, annotating images and configuring training

model, using the TensorFlow OD API.

4.4.1 Preparing Workspace

The first part consists in organizing the training directories in order to structure the

folders containing the training image files, the label files containing the bounding boxes

coordinates and the reference file containing the names of the classes to detect. This step

is carried out automatically by our script.
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4.4.2 Annotating Images

Two types of annotation files are needed. First, for each training image, there must be an

associated label file containing the coordinates of all bounding boxes encompassing the

objects of interest. Every bounding box is described by the object class name and the

following coordinates: (xmin, xmax, ymin, ymax). These coordinates are referenced according

to the image resolution. As explained earlier, the label files are generated automatically

by the Blender script for the training images.

Besides the training set, bounding box annotation files are also needed for the test

images. In our case, we want to validate that an object detector trained on synthetic

images can generalize to real world industrial cases. For this reason, the set of test images

contains real images, that is, photos of the analyzed objects. The files structure follows

the same organization as the training set. However, for real images, the ground truth

bounding boxes cannot be generated with Blender and must be made manually. To do

this, we use a software called LabelImg 5. This application allows us to draw and save

the annotations of each image as xml files in the PASCAL VOC format [19], which is also

the format used by ImageNet [9]. After generating all the annotations in xml format, it is

necessary to process these files in the csv format, then later, convert them into .record6.

4.4.3 Configuring Training Model

In this work, we used one of the pre-trained models provided by the TensorFlow Object

Detection API. By using this transfer learning approach, we start with a model that

already knows basic feature extraction skills and is less likely to overfit the synthetic data

sets. Indeed, the diversity that we can create with Blender is limited as we cannot get

an infinite amount of textures and distractors, and the diversity already encountered by

the network during pre-training can help reduce overfitting. In addition, using a network

pre-trained on real images can prevent the network from learning detection features that

depend too much on the generation procedure.

There exists several models in the TensorFlow object detection model zoo. More

information on the performance of the detection, as well as the reference execution times,

for each of the available pre-trained models, can be found on the Github page of the API7.
5https://github.com/tzutalin/labelImg
6https://tensorflow-object-detection-api-tutorial.readthedocs.io/en/latest/

training.html\#exporting-a-trained-inference-graph
7https://github.com/tensorflow/models
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In practice, the model used in this paper is the faster_rcnn_inception_v2_coco model,

which provides a good trade-off between performance and speed. This model was selected

following the results of experiments on another data set, which was used for practical

implementation of an industrial application.

Faster R-CNN, the model used in this work, takes as input an entire image and a set of

object proposals. The network first processes the whole image with several convolutional

and max pooling layers to produce a convolutional feature map. Then, for each object

proposal, a region of interest (RoI) pooling layer extracts a fixed-length feature vector

from the feature map.

Each feature vector is fed into a sequence of fully connected layers that finally branch

into two sibling output layers: one that produces softmax probability estimates over K

object classes plus a catch-all “background” class and another layer that outputs four

real-valued numbers for each of the K object classes. Each set of 4 values encodes refined

bounding-box positions for one of the K classes [15].

4.5 Industrial Process Scenario

Quality assessment in many production processes typically relies on human inspections

due to a lack of reference data and an effective method to classify defects in a systematic

way. Recently, the real-time, automated approach for product quality assessment has

been regarded as an important aspect for smart manufacturing applications, such as in

the automotive industry [38].

With that, the real-time object detection and tracking have shown to be the basis

of intelligent production for industry 4.0 applications. It is a challenging task because of

various distorted data in complex industrial setting. In this setting, a simple and highly

efficient method is the key for trade off low-computation and robustness during separating

various objects from cluttered background [34]. For this reason, this section describes the

part of the work aimed at applying the systematic approach in the industrial environment,

through a process.

Now, imagine a real production line scenario, where a certain company needs to check

some quality process, detecting objects about a certain part, product or even an entire

part of the production process. Based on this scenario, our systematic approach involves

a process diagram, where it tries to fill this automation gap in quality processes. The

diagram can be seen in Figure 4.3.
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(a) First workflow of automation process

(b) Second workflow of automation process

Figure 4.3: Automation of the quality assessment process in the industry through object
detection

As in any industry, the first step in product development is in product design. Thus,

the parametric CAD software is the primary development tool for the design engineer dur-

ing the product development process [31]. Computer-aided design (CAD) plays a central

role in automotive development. 3D-CAD models not only provide geometry information,

but also serve as a basis for configuration of modules and systems, as well as for different

simulation and verification processes. Product assemblies within CAD-platforms include

structure-related information, are used for digital mock-up (DMU) investigations and pro-

vide lots of data for production and manufacturing engineering [18]. Taking advantage of

this process (product design) inherent to all types of manufacturing processes, all model

training is based on this object already designed by the engineering team, applied to a

specific context. Another advantage of using the CAD model for training the object de-

tector is that the implementation of the quality control process can be done even before

the production line is operational, using only digital elements.

After the CAD model is ready, the product designer (in this case - the engineer) is

enough to insert it into the developed system. Once the CAD model has been inserted,

synthetic scenes with the object in question will be generated and soon after that, the

system itself will take care of training the model for that object applied to the industrial

context in question, thus completing the first workflow of automation process. After that,

the system’s output is a trained model capable of detecting the presence of the object in

the production line, represented by the second workflow of automation process.
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Experimental Evaluation

The experiments that were carried out using the neural network model used in this work

for the evaluated objects, are described in this chapter. The parameters and hyperpa-

rameters adopted for the object detection scenarios are discussed after the various tests

performed. The different results obtained are compared and graphs are drawn up to better

visualize the final result for each object inserted in the production lines domain.

5.1 Image Generation

In this section, we evaluate different adjustable parameters to generate synthetic images

based on CAD models. In addition, we evaluated different parameters to train the deep

object detection model. Therefore, we carry out a parameter selection procedure, as

described in the section 4.3. The chosen values for the experiments are as follows in Table

5.1:

In addition, five objects were chosen for the experiment. The CAD models of these

Parameters Values
Resolution Train 960x540, 640x480, 1280x720
Camera poses 2, 5, 20

Number of scenes 20, 50, 200
Number of (main) objects 0 or 1, 1, 1 to 4
Number of distractors 0, 5, 20

Floor Textures 1, 3, 7
Distractor Textures 1, 3, 7
Support Textures 1, 3, 7

Table 5.1: Parameters set for Blender image generation.
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objects can be seen in Figure 5.1.

(a) Adblue (b) Yamaha logo (c) Volkswagen logo

(d) Clutch lever (e) Fuel cap

Figure 5.1: CAD models of the objects chosen for the experiment.

From this set of parameters, we chose an object to perform combinations in order

to achieve the best scenario for generation as shown in Table 5.2. These scenarios were

evaluated in a test set of real images. Thirty parameter combinations were made, with 10

samples per combination, since the neural network started with random weights. With

these preliminary experiments on a dataset of a specific object (Adblue), we concluded

that the number of textures used for the floor, the distractors and the support must be

adjusted to the maximum number of textures available (in our case 7 for the floor and 6

for the other two), creating a more complete and complex scenario for object detection.

From the chosen objects, the images are generated, as shown in Figure 5.2.
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Parameters Values
Resolution Train 960x540
Camera poses 5

Number of scenes 20
Number of (main) objects 1
Number of distractors 20

Floor Textures 7
Distractor Textures 7
Support Textures 7

Table 5.2: Final parameters chosen for imaging

(a) Adblue scene example (b) Yamaha logo scene example

(c) Volkswagen logo scene example (d) Clutch lever scene example

(e) Fuel cap scene example

Figure 5.2: Example of image generated using our custom Blender script.
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Parameters Best Case Worst Case
Resolution 960x540 960x540
cam_poses 5 5
n_scenes 20 20
n_images 100 100

n_distractors 20 0
Generation Time 1257.30 sec 749.92 sec

n_samples 10 10
Precision %: Avg (Std.Dev) 83.78 (7.98) 30.09 (6.11)
Recall %: Avg (Std.Dev) 88.85 (4.88) 92.00 (3.53)

F1-Score %: Avg (Std.Dev) 85.92 (3.74) 45.02 (7.00)

Table 5.3: Best and worst hyperparameters configurations obtained and their correspond-
ing results.

In Table 5.3, we can see that distractors are an essential element in our proposed

image generation pipeline (e.g., Adblue object). The adblue is the only one that has a

different coloring, because it is in this color tone that it appears in real images. The

other objects are presented in this shade of gray, as shown in Figure 5.2. In fact, by

removing them, we can see a drop of about 47.6 % in the F1 score, on average among the

10 experiment samples. We also tried combinations with few distractors, but the F1 score

results dropped significantly. This makes sense when we think that the actual images

evaluated also contained several distractors in their scenes. Besides that, in the worst

case, Recall has a high value because there are few false negatives (FN) in its prediction.

This is due to the fact that the model is always identifying an object in the scene, causing

there to be few scenes where the object is not identified (case for FN). However, these

predictions have a low level of precision.

During these tests of image generation parameter adjustments, we noticed that very

high image resolutions, such as Full HD (1920x1080) and 4K (3840x2160) could not be

generated, due to the GPU’s memory overflow effect. These experiments were conducted

on a Nvidia Quadro P5000 GPU and a 2.90GHz Intel Xeon E3-154M v5 processor (16

GB of RAM).

5.2 Datasets

Now that the optimal hyperparameters were identified with the previous experiments, we

want to compare the synthetic image generation approach with different kind of training

approaches. The general objective was to cover the three test cases: synthetic images
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datasets, real images datasets and hybrid datasets. For this, in addition to the generation

of synthetic images datasets, photos were taken from videos made manually and also from

videos taken from the internet. The idea was to cover scenarios closer to the reality found

in the industry. Each dataset was built for a given object, therefore adding up to a total

of 5 sets (one for each object).

5.3 Models Tests

In this section, we evaluate the results of all tests performed in terms of the following

metrics: precision, recall, F1-score and AP. In addition, we show the loss functions during

the training of each object. The chosen stopping point was 10,000 steps. This decision

was made, because in the time vs. precision relationship, the values achieved for the

metrics used already showed a significant result, i.e., a good precision, recall and f1-score

with a low amount of steps. In this way, each test was carried out with 10 training

samples, so that the initial randomness factor of the weights could not be taken into

account. Therefore, as mentioned earlier, three test cases were considered: synthetic

images, hybrid images and real images.

In Table 5.4 we can see the list of tests performed. All tests were performed with

960x540 resolution images and evaluated on a dataset of 380 previously labeled images

for each object, respecting, obviously, the separation between training and test dataset.

In addition, the confidence_score and iou_score parameters were set to 0.9 and 0.5,

respectively.

Scenario Object Number of Synthetic Images Number of Real Images

Synthetic

Adblue 100 0
Yamaha logo 100 0

Volkswagen logo 100 0
Fuel cap 100 0

Clutch lever 100 0

Hybrid

Adblue 50 50
Yamaha logo 50 50

Volkswagen logo 50 50
Fuel cap 50 50

Clutch lever 50 50

Real

Adblue 0 100
Yamaha logo 0 100

Volkswagen logo 0 100
Fuel cap 0 100

Clutch lever 0 100

Table 5.4: Training dataset for all scenery tests
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Otherwise, in Table 5.5, we can see the number of real images test datasets for each

object. In addition, an example real image of each object can be seen in Figure 5.3. The

ground-truth of the real images was done manually in order to be able to evaluate the

final performance of the model.

Object Images
Adblue 380

Yamaha logo 380
Volkswagen logo 380

Fuel cap 380
Clutch lever 380

Table 5.5: Real images test dataset

(a) Adblue scene example (b) Yamaha logo scene example

(c) Volkswagen logo scene example (d) Clutch lever scene example

(e) Fuel cap scene example

Figure 5.3: Example of real images for each object.
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5.3.1 Synthetic Images Evaluation

With 100 images generated through Blender for each object and automatically labeled, 10

test samples were performed to obtain the results described in this section, not including

the intermediate experiments, with other parameters and reduced number of samples.

The average and standard deviation of the metrics (precision, recall and F1-score) for

each object can be seen in the Tables 5.6 and 5.7. The confusion matrices for the best

results for each object can be seen in the Table 5.8. The corresponding Average Precision

values [19], were also calculated and are reported in Precision x Recall curves for the IoU

≥ 0.5. The curves for the best results for each object can be seen in Figures 5.4, 5.5,

5.6, 5.7 and 5.8. The curves were plotted with python, using the algorithm developed

in [39]. In Figures 5.9, 5.10, 5.11, 5.12 and 5.13, we can observe the loss functions for

the best results for each object. The graphs of the loss function were plotted using the

TensorBoard - TensorFlow API. The y axis represents the loss and the x axis represents

the number of steps. The goal is to minimize the loss function. In other words, it means

that the model is making fewer mistakes.

Object Precision ( %) Recall ( %) F1-Score ( %)
Adblue 85.11 80.00 81.93

Yamaha logo 78.06 96.22 85.19
Volkswagen logo 0 0 0

Fuel cap 0 0 0
Clutch lever 0 0 0

Table 5.6: Average of test samples for each object with synthetic images

Object Precision ( %) Recall ( %) F1-Score ( %)
Adblue 10.49 4.46 3.88

Yamaha logo 16.24 4.29 11.15
Volkswagen logo 0 0 0

Fuel cap 0 0 0
Clutch lever 0 0 0

Table 5.7: Standard deviation of test samples for each object with synthetic images

It is important to note that the values filled with zero in Tables 5.6, 5.7 and 5.8

occurred due to overfitting for these corresponding objects in the described test scenario.

Thus showing that in some cases the fully synthetic approach is not working. This justifies

the use of the hybrid approach in the later sections.
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Object contains not contains
adblue not adblue

adblue 219 24
not adblue 16 -

yamaha logo not yamaha logo
yamaha logo 264 11

not yamaha logo 6 -
volkswagen logo not volkswagen logo

volkswagen logo 0 0
not volkswagen logo 0 -

fuel cap not fuel cap
fuel cap 0 0

not fuel cap 0 -
clutch lever not clutch lever

clutch lever 0 0
not clutch lever 0 -

Table 5.8: Confusion matrix for better results of each object with synthetic images

Figure 5.4: Precision x Recall curves for the better test of adblue object with synthetic
images
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Figure 5.5: Precision x Recall curves for the better test of yamaha_logo object with
synthetic images

Figure 5.6: Precision x Recall curves for the better test of volkswagen_logo object with
synthetic images
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Figure 5.7: Precision x Recall curves for the better test of fuel cap object with synthetic
images

Figure 5.8: Precision x Recall curves for the better test of clutch lever object with synthetic
images
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Figure 5.9: Loss function for better result of adblue object with synthetic images

Figure 5.10: Loss function for better result of yamaha logo object with synthetic images

Figure 5.11: Loss function for better result of volkswagen logo object with synthetic
images
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Figure 5.12: Loss function for better result of fuelcap object with synthetic images

Figure 5.13: Loss function for better result of clutch lever object with synthetic images

5.3.2 Hybrid Images Tests

With 50 images generated by Blender for each object automatically labeled and 50 real

images manually labeled, 10 test samples were performed to obtain the results described

in this section, not including the intermediate experiments, with other parameters and

reduced number of samples.

The average and standard deviation of the metrics (precision, recall and F1-score) for

each object can be seen in the Tables 5.9 and 5.10. The confusion matrices for the best

results for each object can be seen in the Table 5.11. The corresponding Average Precision

values [19], were also calculated and are reported in Precision x Recall curves for the IoU

≥ 0.5. The curves for the best results for each object can be seen in Figures 5.14, 5.15,

5.16, 5.17 and 5.18. The curves were plotted with python, using the algorithm developed

in [39]. In Figures 5.19, 5.20, 5.21, 5.22 and 5.23, we can observe the loss functions for

the best results for each object. The graphs of the loss function were plotted using the

TensorBoard - TensorFlow API. The y axis represents the loss and the x axis represents
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the number of steps. The goal is to minimize the loss function. In other words, it means

that the model is making fewer mistakes.

Object Precision ( %) Recall ( %) F1-Score ( %)
Adblue 87.13 44.64 58.70

Yamaha logo 95.04 95.79 95.31
Volkswagen logo 98.27 62.98 75.06

Fuel cap 94.22 91.74 92.84
Clutch lever 73.38 29.11 41.17

Table 5.9: Average of test samples for each object with hybrid images

Object Precision ( %) Recall ( %) F1-Score ( %)
Adblue 5.17 7.26 6.30

Yamaha logo 3.79 4.33 2.65
Volkswagen logo 3.82 18.61 13.36

Fuel cap 2.86 5.94 3.38
Clutch lever 21.73 4.03 7.37

Table 5.10: Standard deviation of test samples for each object with hybrid images

Object contains not contains
adblue not adblue

adblue 139 33
not adblue 96 -

yamaha logo not yamaha logo
yamaha logo 261 36

not yamaha logo 9
volkswagen logo not volkswagen logo

volkswagen logo 171 0
not volkswagen logo 30 -

fuel cap not fuel cap
fuel cap 358 12

not fuel cap 22 -
clutch lever not clutch lever

clutch lever 120 15
not clutch lever 200 -

Table 5.11: Confusion matrix for better results of each object with hybrid images
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Figure 5.14: Precision x Recall curves for the better test of adblue object with hybrid
images

Figure 5.15: Precision x Recall curves for the better test of yamaha_logo object with
hybrid images
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Figure 5.16: Precision x Recall curves for the better test of volkswagen_logo object with
hybrid images

Figure 5.17: Precision x Recall curves for the better test of fuel cap object with hybrid
images
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Figure 5.18: Precision x Recall curves for the better test of clutch lever object with hybrid
images

Figure 5.19: Loss function for better result of adblue object with hybrid images

Figure 5.20: Loss function for better result of yamaha logo object with hybrid images
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Figure 5.21: Loss function for better result of volkswagen logo object with hybrid images

Figure 5.22: Loss function for better result of fuelcap object with hybrid images

Figure 5.23: Loss function for better result of clutch lever object with hybrid images

5.3.3 Real Images Tests

With 100 real images and manually labeled images, 10 test samples were performed to

obtain the results described in this section, not including the intermediate experiments,

with other parameters and reduced number of samples.
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The average and standard deviation of the metrics (precision, recall and F1-score) for

each object can be seen in the Tables 5.12 and 5.13. The confusion matrices for the best

results for each object can be seen in the Table 5.14. The corresponding Average Precision

values [19], were also calculated and are reported in Precision x Recall curves for the IoU

≥ 0.5. The curves for the best results for each object can be seen in Figures 5.24, 5.25,

5.26, 5.27 and 5.28. The curves were plotted with python, using the algorithm developed

in [39]. In Figures 5.29, 5.30, 5.31, 5.32 and 5.33, we can observe the loss functions for

the best results for each object. The graphs of the loss function were plotted using the

TensorBoard - TensorFlow API. The y axis represents the loss and the x axis represents

the number of steps. The goal is to minimize the loss function. In other words, it means

that the model is making fewer mistakes.

Object Precision ( %) Recall ( %) F1-Score ( %)
Adblue 89.66 87.33 89.57

Yamaha logo 30.00 0.22 0.44
Volkswagen logo 83.01 89.33 83.56

Fuel cap 84.36 36.18 49.54
Clutch lever 100.00 32.32 48.66

Table 5.12: Average of test samples for each object with real images

Object Precision ( %) Recall ( %) F1-Score ( %)
Adblue 7.48 4.28 4.83

Yamaha logo 48.30 0.47 0.92
Volkswagen logo 12.68 19.40 12.12

Fuel cap 11.46 10.42 9.77
Clutch lever 0.00 4.95 5.51

Table 5.13: Standard deviation of test samples for each object with real images
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Object contains not contains
adblue not adblue

adblue 222 18
not adblue 13 -

yamaha logo not yamaha logo
yamaha logo 1 0

not yamaha logo 269 -
volkswagen logo not volkswagen logo

volkswagen logo 201 42
not volkswagen logo 0 -

fuel cap not fuel cap
fuel cap 212 43

not fuel cap 168 -
clutch lever not clutch lever

clutch lever 170 0
not clutch lever 210 -

Table 5.14: Confusion matrix for better results of each object with real images

Figure 5.24: Precision x Recall curves for the better test of adblue object with real images
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Figure 5.25: Precision x Recall curves for the better test of yamaha_logo object with real
images

Figure 5.26: Precision x Recall curves for the better test of volkswagen_logo object with
real images
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Figure 5.27: Precision x Recall curves for the better test of fuel cap object with real
images

Figure 5.28: Precision x Recall curves for the better test of clutch lever object with real
images
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Figure 5.29: Loss function for better result of adblue object with real images

Figure 5.30: Loss function for better result of yamaha logo object with real images

Figure 5.31: Loss function for better result of volkswagen logo object with real images
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Figure 5.32: Loss function for better result of fuelcap object with real images

Figure 5.33: Loss function for better result of clutch lever object with real images

5.4 Discussion

It is difficult to compare our results with other works in the literature for some reasons.

As far as we know, the approach presented in this work is the first proposal for an object

detection model based on synthetic (automatically generated with a CAD model) and

hybrid (synthetic + real) images applied to the industry.

Most OD works train and evaluate their synthetic image models in real datasets

of common objects (cat, dog, train, plane, car, etc.), in order to validate not only the

performance of the algorithm, but also setting hyperparameters. However, none of them is

concerned with the development of an end-to-end systematization in industrial processes.

Despite this, in [36] the classification of objects in an automobile production line was

tried, however, with only real images of the objects. In this work, the estimated detection

accuracy was greater than 90 %. However, in our work, we have also achieved values

above 90 % in several cases.
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However, to give a general idea of the quality of our systematic approach, we can

compare the results obtained with those reported in some studies. More generic works

(with respect to objects), for example, in [46], for the detection of cats, dogs or trains,

they obtained values of 89.4 %, 87.5 % and 82.1 % respectively. In [8], for the same

objects, the values are 16 %, 5 % and 34 %.

Seeing these results, we can say that our approach produces good results in real images,

being able to compete with the results obtained by the best OD models in standard

datasets.

Finally, we can also compare our results with [21], in which the authors also train an

OD model in synthetic images and evaluate in real images. However, this approach is not

entirely systematic since the scenes are created manually in Blender. The object used in

this work for evaluation is a glass of wine and the maximum AP obtained is 71.14 %. We

can see that our systematic approach seems to work better than this approach, however,

we cannot reproduce the method on our objects, as we cannot create the scenes manually

in the same way that they would.

5.5 Hypothesis Tests

An alternative hypothesisH01 : mh > mr was established ("Is object detection using hybrid

datasets better than using only real images?"), in which mh and mr correspond to the

higher precision values obtained (N=10) by the implemented models with hybrid images

and real images, respectively. This alternative was tested for each object in question.

An another alternative hypothesis H02 : ms > mr was established ("Is object detection

using synthetic images better than using real images?"), in which ms and mr correspond

to the higher precision values obtained (N=10) by the implemented models with syn-

thetic images and real images, respectively. This alternative was tested for each object in

question.

The Wilcoxon test [66] was chosen because it is nonparametric and appropriate for

data from repeated-measures with two conditions. The test was performed on top of the

three metrics (precision, recall, F1-score), for all test samples of all objects.
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Object Method Mean Std. Dev SE Mean p-value Result Parameter

Adblue
Hybrid 87.13 5.17 1.63

0.807 Probably the same distributions
Precision

Real 89.66 7.48 2.37 Precision

Yamaha logo
Hybrid 95.04 3.79 1.20

0.973 Probably different distributions
Precision

Real 30.00 48.30 15.28 Precision

Volkswagen logo
Hybrid 98.27 3.82 1.21

0.98 Probably different distributions
Precision

Real 83.01 12.68 4.01 Precision

Fuel cap
Hybrid 94.22 2.86 0.90

0.973 Probably different distributions
Precision

Real 84.36 11.46 3.62 Precision

Clutch Lever
Hybrid 73.38 21.73 6.87

0.998 Probably different distributions
Precision

Real 100 0 0 Precision

Adblue
Hybrid 44.64 7.26 2.29

0.998 Probably different distributions
Recall

Real 87.83 4.28 1.35 Recall

Yamaha logo
Hybrid 95.79 4.33 1.37

0.998 Probably different distributions
Recall

Real 0.22 0.47 0.15 Recall

Volkswagen logo
Hybrid 62.98 18.61 5.89

0.98 Probably different distributions
Recall

Real 89.33 19.4 6.14 Recall

Fuel cap
Hybrid 91.73 5.94 1.88

0.998 Probably different distributions
Recall

Real 36.19 10.42 3.30 Recall

Clutch Lever
Hybrid 29.11 4.03 1.27

0.725 Probably the same distributions
Recall

Real 32.32 4.95 1.57 Recall

Adblue
Hybrid 58.70 6.30 1.99

0.998 Probably different distributions
F1-Score

Real 88.57 4.83 1.53 F1-Score

Yamaha logo
Hybrid 95.31 2.65 0.84

0.998 Probably different distributions
F1-Score

Real 0.44 0.92 0.29 F1-Score

Volkswagen logo
Hybrid 75.06 13.36 4.22

0.916 Probably the same distributions
F1-Score

Real 8.55 12.13 3.83 F1-Score

Fuel cap
Hybrid 92.84 3.38 1.07

0.998 Probably different distributions
F1-Score

Real 49.54 9.77 3.09 F1-Score

Clutch Lever
Hybrid 41.17 7.37 2.33

0.895 Probably the same distributions
F1-Score

Real 48.661 5.52 1.74 F1-Score

Table 5.15: The Wilcoxon test for the models considering the hybrid and real objects.
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Object Method Mean Std. Dev SE Mean p-value Result Parameter

Adblue
Synthetic 85.11 10.49 3.32

0.626 Probably the same distributions
Precision

Real 89.66 7.48 2.37 Precision

Yamaha logo
Synthetic 78.03 16.30 5.15

0.973 Probably different distributions
Precision

Real 30.00 48.30 15.28 Precision

Volkswagen logo
Synthetic - - -

- -
Precision

Real - - - Precision

Fuel cap
Synthetic - - -

- -
Precision

Real - - - Precision

Clutch Lever
Synthetic - - -

- -
Precision

Real - - - Precision

Adblue
Synthetic 80.00 4.46 1.41

0.994 Probably different distributions
Recall

Real 87.83 4.28 1.35 Recall

Yamaha logo
Synthetic 96.23 4.29 1.36

0.998 Probably different distributions
Recall

Real 0.22 0.47 0.15 Recall

Volkswagen logo
Synthetic - - -

- -
Recall

Real - - - Recall

Fuel cap
Synthetic - - -

- -
Recall

Real - - - Recall

Clutch Lever
Synthetic - - -

- -
Recall

Real - - - Recall

Adblue
Synthetic 81.93 3.88 1.23

0.98 Probably different distributions
F1-Score

Real 88.57 4.83 1.53 F1-Score

Yamaha logo
Synthetic 85.19 11.15 3.52

0.998 Probably different distributions
F1-Score

Real 0.44 0.92 0.29 F1-Score

Volkswagen logo
Synthetic - - -

- -
F1-Score

Real - - - F1-Score

Fuel cap
Synthetic - - -

- -
F1-Score

Real - - - F1-Score

Clutch Lever
Synthetic - - -

- -
F1-Score

Real - - - F1-Score

Table 5.16: The Wilcoxon test for the models considering the synthetic and real objects.

In both tests (H01 e H02), the p-value was chosen as 5 % of significance level. In Table

5.15 and 5.16 it is possible to view the results from the statistical test for each scenario.

For some cases, there are significant differences between the performance of the models.

For the precision metric, of the 5 objects evaluated, 3 of them (yamaha logo, volkswa-

gen logo and fuel cap) were better for the comparative case hybrid vs real and 1 of them

(yamaha logo) was better for the comparative synthetic case vs real. Still regarding this

metric, for the case of adblue object, the test hybrid vs real was not conclusive because

the cases probably followed the same distribution. The synthetic vs real test for the same

object (adblue) was also not conclusive, probably indicating the same data distribution.

For the volkswagen logo, fuel cap and clutch lever objects in the synthetic vs real test, the

synthetics cases of these objects were overfitted, making it impossible to make a concrete
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assessment.

As for the recall metric, of the 5 objects evaluated, 2 of them (yamaha logo and fuel

cap) were better for the comparative case hybrid vs real and 1 of them (yamaha logo)

was better for the comparative case synthetic vs real. Still in relation to this metric,

for the case of the clutch lever object, the test hybrid vs real was not conclusive because

the cases probably followed the same distribution. For the volkswagen logo, fuel cap and

clutch lever objects in the synthetic vs real test, the synthetics cases of these objects

were overfitted, in this case, synthetic did not work for these objects, so distributions are

definitely different.

Finally, for the f1-score metric, of the 5 objects evaluated, 2 of them (yamaha logo,

and fuel cap) were better for the comparative case hybrid vs real and 1 of them (yamaha

logo) was better for the case comparative synthetic vs real. Still regarding this metric, for

the cases of volkswagen logo object and clutch lever object, the test hybrid vs real was not

conclusive because the cases probably followed the same distribution. For the volkswagen

logo, fuel cap and clutch lever objects in the synthetic vs real test, the synthetics cases of

these objects were overfitted, making it impossible to make a concrete assessment.

Therefore, the use of hybrid models is recommended, because only synthetic is risky

(risk of overfitting) and only real too.



Chapter 6

Conclusion

This master’s thesis studies the problem of object detection in the industrial scenario

using synthetic images, trying to understand which aspects of the process influence the

final performance of the detector and proposing a systematic approach. The aspects

consisted of the synthetic image generation process with labels, the training process and

the inference of a given data set. A data set was also created for this work, with examples

of labeled industrial images. The training process was carried out using a neural network,

which sought to detect the object inserted in the image.

Detecting an object or multiple objects is not an extremely complex task. However,

when it comes to the use of synthetic images in an industrial environment, this task

becomes complex, as the training is done using only the CAD model of the object in

question, in addition to the environment being extremely varied (objects, pieces and

scenery, etc.). In addition, there is also a difficulty in finding CAD models of specific

industrial objects so that they can be trained. Thus, as a consequence of this work, a set

of data was produced and made publicly available for other research 1.

Faster RCNN was the neural network chosen to incorporate the method because it

was the one that had the best time vs. precision relationship 2 among the models available

in the TensorFlow API. The image rendering software, Blender, was chosen because it has

a highly efficient Python API for automatic image generations, besides being very well

documented.

At the end of the experiments, it was possible to conclude that the systematic ap-

proach developed in this work to detect objects in industrial environments from synthetic
1https://github.com/igorgbs/systematic\_approach\_cad\_models
2https://github.com/tensorflow/models/blob/master/research/object_detection/g3doc/

tf2_detection_zoo.md
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images, served to accurately detect their presence in images in industrial environments.

Synthetic, real and hybrid images data sets were also tested statistically, where the latter

was the one that obtained the best result. However, even using different objects, overfit-

ting was a feature present in some cases. Even so, the results of the experiments were a

success, enabling a discussion on the different possible approaches for detecting objects in

industrial environments, introducing new ideas that can be implemented. In addition, it

has been shown that a large set of images is not necessary to obtain a significant result.

Our experiments indicate that the proposed rendering process is sufficient to obtain good

performances and that the form of construction and rendering of the scenes is fundamental

to the final result.

It is important to emphasize that the systematic approach developed in this work

can be expanded to the most diverse types of CAD models of industrial parts. The main

advantage of this approach is that anyone interested can use it to infer adjustments in the

generation and training of the image, even before the real object begins to be produced.

Another advantage is that this methodology avoids data collection and labeling errors.

6.1 Limitations

Some limitations were present in this work. The use of few objects was due to the fact that

there are very few industrial and real CAD models for free, i.e. parts actually designed

by the manufacturers and made available free of charge. As a result, it is also difficult

to find image data sets with labeled CAD objects. In addition, it was not possible to

implement the systematic approach directly in an assembly line. As for neural networks,

it was also not possible to test with more Tensorflow models because there are about 40

models available. Textures and distractors truly found in a real production line were also

not possible for the same reason as main objects. Another point of extreme importance

concerns the inconclusive result of why overfitting occurs for some objects.

6.2 Future Work

There are several improvements that can be made. One of them would be to expand

the systematic approach to more domains, being able to provide the construction of

the datasets themselves, as was done in this work. Thus solving other computer vision

problems. Additionally, obtain automatic textures and colors for objects present in real
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images in order to try to avoid overfitting.

In addition, transforming the systematic approach into a framework or application

could be one way. This could greatly facilitate industrial quality processes that involve

detection and recognition of defective objects, for example.

With the use of sensors and networked machines it has resulted in the continuous

generation of high volume data, another point of extreme importance would be the devel-

opment of an appropriate architecture that would support object detection and recognition

systems in industry 4.0.
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